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AHHOMayusa

PaboTa noceaweHa npobaeme pa3BuUTUA BUBANOTEKN HAYYHbIX NPeaMETHbIX 06-
nacten ScilLibRu, Kak npooiKeHna ceMaHTUYEeCKOro ONMCaHUA Hay4YHbIX TPyA0B Npo-
ekTa LibMeta. B ocHoBe 3TOM BUOBNMOTEKM NEKUT KOHUENTyasibHas MOAENb AAHHbIX,
CTPYKTYPa M CEMAHTMKA KOTOPOI cHOPMMPOBAHDbI Ha NPUHLMNAX OHTONI0MMYECKOro Mo-
AenvpoBaHua. Tako noaxon obecneynBaeT CTPOroe onvcaHMe npeameTHon obnacTy,
dopmanm3aumio B3aMMOCBA3EN MeXAY CYLLHOCTAMM U BOSMOXHOCTb Aa/IbHEMLLErO aB-
TOMaTU3NPOBAHHOrO aHan3a AaHHbIX. Llenbio HacToAwero nccnegoBaHus bbinun paspa-
60TKa M 3KCNEePUMEHTANIbHOE NMPUMEHEHME METOLOB CTPYKTypM3auMM COAEPHKMMOro
Hay4HbIX }KypHanoB B popmaTe LaTeX ana ux nHTerpaumm B oHToNnornto 6ubanotekn un
obecneyeHNs CEMAHTUYECKOTO MNOUCKa.

MpepnoxeH anroputm TpaHcnaumm B dopmat XML AaHHbIX, npeacTaBiAeHHbIX
MHOXecTBOM $Gaiinos., oA UHTErpauum B oHTonormto bubamotekun. PeanmsosaH moaynb
BEKTOPHOrO MOWCKa, OCHOBAHHbIN Ha Bbl4MCAEHUM 3MOEAAMHIOB C MUCMO/b30BaHMEM
A3bIKOBbIX Mogenein. BbiABNeHbl 3aKOHOMEPHOCTM pacnpeaeneHna smbenanHros
1 $aKTopbl, BAKAIOLLME HA TOYHOCTb PaHKMPOBAHUA pPe3yNbTaToB NOMCKa. [poBeaeHo
TECTUPOBaHME ABYX Ha3BaHbIX KOMMNOHEHTOB.

Pa3paboTaHHbIN MeTOZ COCTAaBAAET OCHOBY 4181 aBTOMATUYECKOTO BK/IOYEHMUA CO-
AEPKMUMOrO Hay4HbIX *KypHanoB B rpad 3HaHUM ScilibRu n co3aaHua obyyatowmx Kop-
MycoB AN1A A3bIKOBbIX MOAENEN, OFPAaHMYEHHbIX PaMKAaMM HAay4YHbIX NPegMETHbIX 06na-
cteit. NonyyeHHble pe3ynbTaTbl CNOCOOCTBYIOT Pa3BUTUIO CUCTEM HaBUrauum no rpady
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3HaHWUM KYPHaN0oB, a TaKXkKe peKomMmeHAaTe/NIbHbIX MEXaHU3MOB U MHCTPYMEHTOB UHTEN-

NNEKTYa/IbHOIo NOMCKa MO PYCCKOA3bIYHbIM HAay4YHbIM TEKCTAM.

Kntouesobie cnoea: nonycmpykmypuposaHHble OGHHbIE, OHMOA02UA MeKcma,
LaTeX, sekmopHoe npedcmasneHue meKkcma, MNoAHOMeKCMoa8bIl NoucK, cemaHmuye-

CKUU nouck.
BBEOEHUE

Pa3suTtre undposbix GUHAMOTEK HOBOrO MOKOIEHMA CBA3AHO C MEPEXOAOM OT
KNaCcCUYECKMX peno3ntopues Nyb6anMKaLmMin K ceMaHTMYeCKMM cuctemam, obecneymnsa-
OLLLUM CMbICIOBYHO MHTEMPALMIO M HAaBMTaLLMIO NO AAaHHbIM. B pamKkax 3Toro Hanpasne-
HMA pa3pabaTbiBaeTca 6MBAMOTEKA HayyHbIX NpeamMmeTHbix obnacten ScilibRu. B oc-
HOBe 3TOM BUBNMOTEKMN NEXKUT KOHUENTYA/IbHAsA MOAENb AaHHbIX, CTPYKTYpa M CEMaH-
TUKa KOTOpON cPopMMpPOBaHbI Ha MNPUHLMMIAX OHTOJIOTMYECKOro MOAENPOBaHMUA.
Ha 6a3e aToi oHTONOMMKM CcTpouTca rpad 3HaHMN, obecneunBatoLmnin NpeacTaBaAeHne ce-
MaHTUYECKMX CBAI3eN MeXKay 06 bEKTaMM NpeaMeTHOM 061aCcTU M NoAAEPKKY UHTENNEK-
Tya/IbHOM 06paboTKKM AaHHbIX. OHTONOrMYECKOe NPOEKTUPOBAHME COCTABAET YaCTb TEX-
HOMOMMK CTPOrOro OnNMcaHuA NpeaMeTHbIX 0bacTeit U B3aMMOCBA3EN MeXay CyLLHO-
CTAMM, CNYKUT ANA AaNbHelWwen aBTOMaTM3aumm NpoLeccoB aHanm3a gaHHbIX. B 6mb-
nuorteke ScilLibRu npeanaraetcsa co3gaHne yHUPULMPOBAHHOIO NPOCTPAHCTBA 3HAHMN
Hay4YHbIX NpeaMeTHbiIXx obnacTterm Ha OCHOBE Hay4HbIX NybAMKauMi, sHUMKAONEeAUN,
KnaccndpumkaTtopos n Tesaypycos. Pa3zsutme skocuctemnl SciLibRu TpebyeT nHTerpaumnm
pPa3HOPOAHbIX MCTOYHUKOB, NPeACcTaBAeHHble B Pa3inyHbIX popmaTax. AHaNnU3 pasHo-
POAHbIX NPeACTaBAEHMUN AaHHbIX M UX aBTOMATUYECKOE BKAKOYEHNE B OHTOIOTMNI0 BU6-
JIMOTEKN COCTaBAAET NpeaMeT UCcnenoBaHuUA.

B pamKax paboTbl paccmaTpuBalOTCA NPUKAaAHble 3aga4yn: pa3paboTka anro-
pUTMa TpaHCAAUMK cnaboCcTpyKTYpMPOBaHHbIX Nybankaumm B popmat XML; peanmsa-
UMA MOAyNA CEMAHTUYECKOro MOJHOTEKCTOBOrO MOMCKA MO MOJYYEHHbIM AaHHbIM.
3TOT MOAYNb NPeAHA3HAYeH He TO/IbKO /1A NOMCKa N0 COAEPMKAHMUIO, HO U AN1A OLLEHKM
CEMAHTUYECKUX CBA3EN MeXKAY d3NeMEHTaMM TeKcTa. Moayb CEMAaHTUYECKOrO NOHO-
TEKCTOBOrO NMOMCKa NPUMEHSETCA B Aa/IbHENLLEM ANA UHTErpaumm AaHHbIX B OHTONO-
ruto SciLibRu ¢ nocnegyowmm ncnonbsosaHnem B pabote ¢ 601bWIMMN A3bIKOBbIMM
moaensamu (Large Language Models, LLM).
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B HacTosAwem mnccneaoBaHMM PacCMOTPEH MPOLLECC CTPYKTYPU3aLUM COAEPHKN-
MOTrO Hay4HbIX *KYPHa/I0B, BK/IIOYAOWEro meTagaHHble XKypHanoB v nybaukaumi, a
TaK)Ke CTPYKTYpPHbIE M CMbICNI0BblE eAMHULbI NYBNMKaLMA, TaKME KaK pa3aensbl, onpeae-
NeHUA, TeopeMbl M T. 4. ITOT Npouecc ABASETCA OAHMM U3 3Tanos GopMMPOBaAHMA KOp-
nycoB AaHHbIX ansa 6bubnnoteuHom akocmuctemsl ScilibRu, nepexoga ot 4OKYMEHTHOrO
npeacTaBaeHnaA K popmaty, NpUrogHoOMy Aas MalWMHHOMO aHaIM3a U CEMAHTUYECKOro
nomcka.

1. MOCTAHOBKA 3A1A4YU

MocTpoeHne moayna CEMAaHTUYECKOro NOMUCKa MO Hay4YHbIM TEKCTAM OCHOBAHO
Ha NpuUBeAEeHUU UCXOAHbIX JOKYMEHTOB K YHUOULMPOBAHHOW PpOopMe C COXpaHEHNEM
JIOTUYECKOMN U CTPYKTYPHOM LLeNOCTHOCTU MaTepuasa. B pamkax aToi 3agaum npeaso-
YKEH aNirOPUTM CTPYKTYpU3aLMU AaHHbIX U Npeobpa3oBaHnsa UCXOAHbIX GanioB Hayy-
HbIX CTaTel B nNpeacTaBAeHUe, NpUroaHoe Anaa nocaenyollen BeKTopmsaumMm n aHa-
nu3a.

OcobeHHOCTb HACTOSALLEro UCCNeA0BaHMA 3aKN04YaeTcss B 06paboTKe COCTaBHbIX
AOKYMEHTOB (KYPHa/ibHbIX BbIMYyCKOB, COOPHMKOB cTaTen) 6e3 MHOroKpaTHOro 3anycka
KOHBEPTUPYIOLWMX npoueayp. MepeyncneHHble JOKYMEHTbI COAEPKaT AaHHbIE B pas-
NMYHbIX GOpPMaTax M UCMO/b3YIOT aBTOPCKME BapuaHTbl TeX-makpokomaHa,. Mpenob-
paboTKa AaHHbIX YYUTbIBAET CTPYKTYPY COCTaBHbIX AOKYMEHTOB M TakMm obpasom
obecneuymBaeT LeNoCTHYIO0 MHTepNpeTaumto B3aMmocsasen mexay ¢ainamm n nosso-
NAeT usbexkaTb TUMUYHBIX OrPaHMUYEHUIN CYLLECTBYIOWMX WUHCTPYMEHTOB, TaKUX Kak
tex4ht [1] u LaTeXML [2].

1.1. AHanoru4yHble uccnenoBaHuA

B 06n1actv 06paboTKM Hay4HbIX TEKCTOB B HAcTosALLLee Bpema npeobnaaatoT noa-
X0A4bl C MICNO/Ib30BAHUEM PA3/INYHbIX A3bIKOBbIX MOAENEN, @ KNAaCCMYEeCKne Noaxoabl
CEMaHTUYECKOro aHan3a AaHHbIX OCTAOTCA NpeaMeTOM UCCAef0BaHUA U NPUMEHA-
oTCA B cneundumnyeckmx 3agadax, rae BaxkHbl 3GPeKTUBHOCTb M paboTa CO CTPYKTYPOI
A3blKa.

MPUMEHUTENBHO K CEMaHTMYeCKOMY Npeobpa3oBaHMI0 HECTPYKTYPUPOBAHHOIO
LaTeX-TeKcTa akTMBHaA paboTa ceMyac BeneTcs C WMCNOJIb30BAaHMEM KOHBepTepa
texdht [1]. 9To pelwseHne NCNoNb3yeT He UCXOAHbIM LaTeX-TeKcT, a ero NnpomerKyToyHoe
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npeacrtasneHne, opmmnpyemoe Komnuaatopom. Mpu aTom ynpoliaeTcs 3a4ada aHa-
/1133 TEKCTA, TaK KaK He TpebyeTtca paboTbl C aBTOPCKMMMU MAaKPOCaMM AU CNOMKHbIMU
B/IOYKEHHbIMW CTPYKTYpamMu AoKymeHTa. OgHaKo B gasibHelweM BO3HMKAeT Heobxo-
AVMOCTb NOBTOPEHUA cpeabl KOMAUAALMKN ANA KaxKaoro ¢aiinia, YTo yBeamumBaeT npo-
ueaypy npenobpabotkun, ocobeHHo npu paboTe ¢ 6ONbLWNMM KONNYECTBOM Pa3HOPOA-
HbIX NCTOYHUKOB.

Bropoe nssectHoe peweHune, LaTeXML [2], KoTopoe noanepKmMBaeTcsa MPOEKTOM
arXiv u npumeHsaeTtca ans npeobpasoBaHus Taxenolx PDF-sepcuii ctaten B 6onee ner-
koBecHble HTML. C uctopuein B 6onee yem 20 net pa3paboTkm 3TO camoe 3penoe
M NOJIHOE pelleHMe U3 MPUMEHAEMbIX B CMCTEMaX HakonneHua TekctoB. OaHaKo
cTpemneHue paspabotunkos caenatb LaTeXML yHMBepcanbHbIM MHCTPYMEHTOB OKa-
33/10Cb O4HOBPEMEHHO W CyLLeCTBEHHbIM HEeAO0CTAaTKOM: KOHUrypaumsa oKasanacb
CNOXHa 1 M36bITOYHA ANA OTAENbHbIX UICTOYHUKOB pannoB. O6paboTKa Nt0ObIX HECTaH-
AAPTHbIX MAaKPOKOMaHA AN CTUNE NpMBOAUT K HeobxoanmocTn moanduKaumm KoH-
durypaumnm aToro MHCTPyMeHTa. PaclwumpeHme cTpormx Wwab10HOB NO3BOASIET NOBbLICUTD
CTPOrocTb BbIBOAA, OAHAKO Nt060e HEeCOOTBETCTBUE, AAXKEe HEKPUTUUYHOE, NpepbiBaeT
npouecc npeobpasoBaHus.

HecmoTpsa Ha AAUTENbHYO UCTOPUIO PAa3BUTUS METOAO0B HaKonaeHusa oumdpo-
BaHHOW MHOpPMaLMM, oCTaltoTCcA BoCTpeboBaHHbIMM UccieaoBaHUA B 0baactm anro-
pUTMOB NpenobpaboTKM HayYHbIX TEKCTOB C LEeNbl0 UX MHTErpauum, CEMaHTUYECKOro
npeacrasneHna n ncnonb3osaHmna gna LLM.

2. AITOPUTM CTPYKTYPU3ALUUU COCTABHbIX LJOKYMEHTOB

Pa3paboTaHHbIN anropuTM CTPYKTYpMU3aUuM ANA NOTOKOB LUPPOBbLIX apXMBOB
YKYPHANOB COCTOUT M3 HECKONIbKMX NOCAeA0BaTeNbHbIX 3TanoB. OnpeaenaeTcs CTPyK-
Typa BxogHoro Habopa pannos n popmmpyeTca AepeBo BKAOYEHUN Ana MHOrodanno-
BbIX CTPYKTYp. [NaBHbIN pann, cogep’Kawmm CCblIKU Ha gpyrue, naeHtupumumpyerca
KaK KOPHEBOW 3N1€MEHT, NPOLLECC CTPYKTYPMU3aLMM BbINOJHAETCA ANA KaxKA0ro rnas-
Horo ganna otaenbHo. [Janee NpoM3BOAMTCA PEFMCTPALMA NOJIb30BATENbCKUX MAKPO-
KOMaHZ, onpeaeneHHbIX B Kaxaom daine aepeBa, C BOSMOXHOCTbIO HAaCTPOIMKKN Npu-
OPUTETOB MO NPUHAZNEKHOCTU N BpeMeHU 0ObHapyKeHUA. ITo obneryaet KOppPeKTHOE

paspelleHne KOHGAUKTOB Npu obbeguMHEHUN pPas3anyHbIX obnacteir goKymeHTa [3].
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B utore dopmupyetcs abcTpakTHoe cuHTakcmyeckoe aepeso (AST) [4, 5] ¢ Bbibopou-
HbIM PACKPbITUEM MaKPOKOMaHA, KOTOPOe MCMNOoNb3yeTca ANA FeHepauun LeneBoro
¢dopmata 6a3bl 3HaHUM, cTpororo XML-npeacraBneHms, npegHasHA4YeHHOro 4na no-
cneayrow,ero aHanms3a u UHAEKCUPOBAHMUA.

[OnA OUuEeHKM KOPPEKTHOCTM paboTbl anroputma cnabon cTpykTypusaumnm bbina
npoBeAeHa cepmna IKCMNEPUMEHTOB Ha TECTOBOM MHoXecTBe 13 bonee yem 1000 dpain-
NoB, NpeAcTaB/ieHHbIX B opmaTe LaTeX. B pesynbTtate 89 painoB He bbinn naeHTUdU-
LMpoBaHbl Kak popmupytowme XML-BbIBOA, NOITOMY He Y4UTbIBAANCb MPU aHANU3e.

OctaBwueca 1010 foKymMeHTOB Obl/IM OPraHM30BaHbl B BMAE HAY4YHbIX CTaTewn,
06beANHEHHDIX B XKYPHa/ibHble BbINYCKU. [oly4eHHble pe3yibTaTbl NOKa3anum, 4to bes-
ownboYHO KOHBepTMPOBaAH 6bin 521 ¢daiin (= 51.6% ot obuiero Koanyectsa). Ewe 169
¢daiinos (= 16.7% oT 0bwero KonnMyectsa) coaeprkanu UcnpaBmMmble OWNOKK, CBA3AH-
Hble NPEeMMYLLECTBEHHO C 0COOEHHOCTAMM MaKPOKOMAHA N BAOXKEHHOM CTPYKTypOWn
BKIOYEHUN.

B 219 cnyyanx (= 21.7%) anropuTm 3aBepLumaca ¢ patasibHOM OLUMOKOM, BbI3BaAH-
HOM HapyLleHNeM BHYTPEHHEN CTPYKTYPbl MCXOAHOrO AOKYMEHTa (Yalle BCero oTcyT-
CTBMEM TOYKM BXOZA MW BbIXOAA ANA KOHCTPYKLMIM eCTECTBEHHOIO A3blKa, Hanpumep
ANnsA onucaHuii Teopem mn ap.). Ewe 101 ¢ain (= 10%) notpebosan gopaboTkn moaynen
JIEKCUYECKOro aHanM3a M napcepa (CMHTAKCMYECKOro aHanu3aTopa), OTBeYatoLLmx
33 06paboTky npumnTneos ¢opmata LaTeX n BbiABNEHME 3aBUCUMOCTEN MEXKAY MAK-
POKOMaHAaMMW.

AHanu3 BbixogHbIx XML-¢dpannoB nokasan, 4to okoso 15% pesynbratoB copep-
YaT CTPYKTYPHbIE HETOYHOCTM, A B TPETU C/Ty4aEB COXPAHANIUCDL OCTaTOYHble LaTeX-KoH-
CTPYKUMK. ITU gedeKTbl HE NPenAaTCTBYIOT 0OLWeN MHTepnpeTaLnm AaHHbIX, HO Tpe-
OYIOT yTOYHEHUA MeXxaHU3Ma GUAbTPALLUM U HOPMANN3ALMU CUHTAKCUYECKMX S1€MEH-
TOB, YTO U HBbINO BbINONHEHO Ha 3Tane AopaboTkM anropuTma.

[opaboTKka anroputma 6blna HanpaBaeHa HA NOBbIWEHWE TOYHOCTU N YCTONYN-
BOCTM napcuHra. OCHOBHOE BHUMAHMWE yAeNAaN0Ch PacClUMPEHUIO MOKPbLITUA NPUMUTU-
BOB f3blKa LaTeX n BHeagpeHUto 6onee rubKMx mexaHM3MOB KOHPUIrypaLMm, No3BONS-
IOLMX YNPaBAATb NPOLLECCOM PACKPbITUA MaKpOKOMaHA 6e3 ycnoXHeHUA nonb3oBa-

TeNbCKOro nHTepdenca.
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[ns noBblWeHMA HaAEKHOCTU OblN0 NPeasioKeHO UCNOo/Ib30BaHUE CTEKOBOTO
KOHTEKCTHOIrO MexaHM3mMa M oneperkatowiero npocmotpa (lookahead). Takoit ob6HoB-
NNeHHbIM NoAX04 NO3BONAET KOPPEKTHO 06pabaTbiBaTb BNOXKEHHbIE KOHCTPYKLMK U Bbl-
ABNATb OWMOKM Ha PaHHMX 3Tanax CUHTAKCUYECKOro aHanm3a. Yy4ylweHms no3Boanam
obecneynTb COKpaLLeHNe Yncaa ownbok 4opaboTKM NpMMepPHO Ha 6%, a TaKKe YMeHb-
WMTb KONMYECTBO HEKOPPEKTHbIX Npeobpa3oBaHMi, CBA3AHHbIX C KOHGUIypaumen, Ha
3%. Konnyectso ¢aTanbHbIX OWNOOK CHM3NNOCL A0 = 15%, 4TO CBMAETENLCTBYET O NO-
BblLWEHMN 06LWen cTabUnbHOCTM anropmnTma.

OpgHako onTMmmnsauma nopoamnna Hosble TPYAHOCTU. [IpuMeHeHne «KagHoro»
anroputma (greedy algorithm) [5] cansiHMA TeKCTOBbLIX pParmMeHTOB NPUBENO K HEPaB-
HOMEpPHOMY pacnpeneneHnio pasmepa Teros <text>. Kpome Toro, B HEKOTOPbIX CAY-
YyaAx Ter onyckaeTca ANA 3aro/IOBKOB M CTPYKTYPHbIX 3/1IeMEHTOB, TaKMX Kak <theorem>
nnm <lemma>, 4To BbI3bIBAET NPOMNYCKN TEKCTOBbLIX H/I0KOB NPW NOC/eAYIOLLEM NOUCKE.

HecmoTpAa Ha BO3MOXKHOCTb BKKOYEHUA MOMHOTO COAEPKMMOIO KaXKAoro Tera
B pe3ynbTupytowmmn XML, Ha AaHHOM 3Tane OCHOBHOW MHTepec NpeaCcTaBAsAEeT TEKCTO-
Bas COCTaB/AKOWANA AOKYMEHTa, UCKoYaowana Gopmyaibl U Apyrme anemMeHTbl pas-
MeTKN. TaKoe CTporoe orpaHMYeHne He onNTMManbHO, HO 3G PEKTUBHO ANA 33434 NOA-
HOTEKCTOBOIO M CEMAHTUYECKOro NouncKa.

3. APXUTEKTYPA NOUCKOBOIo MoavnA

Cnegyrowmm 3Tanom uccnefoBaHMa 6bl10 NOCTPOEHWEe MONHOTEKCTOBOrO ce-
MaHTMYECKOro Noncka no cpopmupoBaHHom XML-6a3e gaHHbIX. icxoaHble dannbl, no-
NlY4eHHble B pe3y/ibTaTe TPaHCAAUMKM LaTeX-40KYMEHTOB, COA4EPKAT CTPYKTYPMUPOBAH-
Hble Tern, cpean KOTopbIX OCHOBHOM MHTepec npeactasaneTt Ter <text>. OH BK/O-
yaeT ¢parmeHTbl OCHOBHOIO TEKCTa M MOMET coAepaTb BAOXEHHble Teru

<formula>, KOTOpPble HAa 3TOM 3Tane aHa/An3a UCKAKYANNUCh N3 PACCMOTPEHMUS.
3.1. MocTpoeHune BeKTOpHOM 6a3bl gaHHbIX

[Ns KaXkaoro BblAeNEeHHOro TEKCTOBOro ¢pparmeHTa GOpMMPOBaAIOCh YNCI0BOE
BEKTOpPHOE npeAcTaBieHne — smbeaanHr, ONUCbIBAIOLLMI CMbICIOBOE CoAepKaHue
TEKCTa, NPY MOMOLLM A3bIKOBbIX MoAeNeld. ITO NpeAcTaBleHne OTPaXKaeT ceMaHTu4e-

CKyto 62mn30CcTb Mmexay dpparmeHTamu. MpegnonaraeTcsa, YTO MOJIyYEeHHbIE BEKTOPbI
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[ONKHbI 06Pa30BbIBaTb XOPOLLO Pa3Ae/ieHHbIe U MHTEPNPETUPYEMbIE KNacTepbl, B KO-
TOPbIX TEKCTbI, B/IM3KME NO COAEPKAHMIO, TPYNNUPYIOTCA B NPeaenax og4HOro CMbIC/10-
Boro «obnaka». Ha puc. 1 npeactaBneH cxematuyeckun npouecc GopMmmUpoBaHUA BEK-
TOPHbIX NPeACTaBAEHMUIA U NOUCKA MO HUM.

XML
Janpoc
nonk3ceaTena
=5 meta COnpenenexsye
PACCTORHMH
=5 section A
| S—

S text '7 ¥
BriuMcneHue
g theorem
|

Basa naHHeX

amMGe1MHIOB

Puc. 1. Cxematmnyeckoe npeacrasieHue npouecca GopMmmMpoBaHUA BEKTOPHbBIX

I'Ipe,CI,CTaB!'IEHVIﬁ M MOUCKa.

Onuwem 3TOT Npouecc Ha NpPUMepe PacCMOTPEHUA OAHOM cTaTbU. Kaxkabli Ter
<text>, 0bHapyKeHHbIN B BbIxoagHOM XML-dpaiine, nssnexkaerca u nepeaaeTtca B npoue-
AYPY BbluncneHns ambeaanHros, KOTopas 3anyckaeT BbibpaHHble MeToAbl BEKTOpM3a-
LMW, pe3ynbTaTt 3anucbiBaetca B 6a3y gaHHbIX (B/l) BMecTe ¢ NOAHbIM TeKcTom ¢par-
MeHTa U MeTaZaHHbIMW UCTOYHUKA. MNocne 3anonHeHns B/l, nonb3oBaTe/lb MOXKET OCY-
LLLeCTBAATb NOUCK. [11A 3TOro NOMCKOBbIN 3aNpocC (CTPOKa) BEKTOPU3YeTCa NpoLeaypo,
KOTOpaA NpMMEHsacb ANA BblYMC/IEHUA IMOeAANHIOB TEKCTa U CPaBHMBAETCA C CO-
Aepxumbim b/.

[na BbluncneHns ambeaamHros 6b611M UCNONb30BAaHO HECKO/IbKO 13bIKOBbIX MO-
penein: word2vec [6], GloVe [7], fastText [8], LaBSE [9], ruAdapt [10], ruBERT-base [11],
ruBERT-tiny u ruGPT-3-medium [12]. B mogensx nepsoro tmuna (word2vec, GloVe,
fastText) BeKTopmu3auma ocywecTBAANaCb HA YPOBHE OTAE/NbHbIX C/IOB; UTOrOBbI BEK-
TOP BbIYMCAANCA KaK cpeaHee apuPpmeTnyecKoe BEKTOPOB BCex ¢/1oB ¢pparmeHTa. B mo-
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aenax sToporo Tuna (LaBSE, ruAdapt, ruBERT, ruGPT-3) ucnonb3oBanocb npeacrasne-
HMe NoCNeAHEro CKPbITOro COCTOAHUA TpaHchopMepa, YTo obecneynsano bonee CNoXK-
HOe KoanpoBaHWe KOHTeKcTa [14, 15].

MNocne nonyyeHMa BEKTOPOB TEKCTOBbIX ¢pparmeHTOB GpOpMMPOBaANacb BEKTOP-
Has 6a3a gaHHbIX. 3aNpoC N0Ab30BaTeNA, NPEACTABAAOLWNIA COOON CTPOKY NPOUN3BOb-
HOM O/IMHbI, TaKXKe npeobpa3oBbiBancA B BEKTOP (415 3TOro npMMeHAnacb npoueaypa
CO CTPOro TaKMMM Ke NapamMeTpamMm, KaKk A5 Bbl4MCNEHUA IMbeaAMHIOB), MOC/IE YEro
BbIYMCNANOCH CXOACTBO MEXKAY HUM U BEKTOPAMM TEKCTOBbIX GparmeHTOB. B KauecTse
METPUKN UCMONb30BaNOCh KOCUHYCHOE paccTosiHue [16—18], KoTopoe, HeCMOTpPA Ha U3-
BECTHble OrpaHun4YeHmna [2], octaetca ogHOM U3 Hanbonee YyCTOMUYUBBIX U UHTEPNPETU-
pyembix mep 611M30CTU B BEKTOPHbIX MPOCTPAHCTBAX.

[nA noBblWEHMA HArNAAHOCTU U yA0HCTBA BOCNPUATUA Pe3yNbTaTOB NO/b30Ba-
TENIo NPeAoCTaBAANCA PAHXKUPOBAHHbIA CIUCOK: TEKCTbl COPTUPOBANMCH NO BO3pacTa-
HUIO PA3HMLbI MEXKAY BEKTOPAMM 3anpoca U HanAeHHbIX GparMmeHTOB, YTO NO3BOAANO
BblAENNTb Hanbonee peneBaHTHblE COOTBETCTBUS.

3.2. Pe3ynbTaTbl OLLEHKU Mmogenein Nomcka

[OnAa nepBUYHOM OLEHKKU KavecTBa CHGOPMMPOBAHHbIX aMbeaaAnHIOB MCMNONb30-
BaNOCb NOAMHOXECTBO U3 Kopnyca, BKAtovatrowee 2088 TeroB <text>, U3BNE€YEHHbIX
n3 29 npeasaputenbHo obpabotaHHbix XML-parnos. Ha ocHoBe MO/y4YEHHbIX BEKTO-
poB Oblna BbINONHEHA ABYMEPHasa MNpoOeKuMa c ucnonb3oBaHnem metoga UMAP
(Uniform Manifold Approximation and Projection) [19], yTo N03BOAMAO BU3YyaNbHO
OLEeHWUTb pacnpeaeneHne ¢GparmMeHTOB TEKCTa B MNPOCTPAHCTBE MPU3HAKOB (CMm.

puc. 2, 3).

12088 texts) Embedding Clusters - rubert-tiny Embedding Clusters - rugpt3.medium
12088 texts) (2088 taxts)

2
¢ o

. | I

Puc. 2. UMAP-Bu3yanusauma pacnpegeneHua ambeaamuros ana fastText,
ruBERT-tiny, ruGPT-3-medium.
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Puc. 3. UMAP-Bu3yanu3sauua pacnpegenenma smbegamnuros gna GloVe, LaBSE,
ruAdapt, ruBERT-base, word2vec.

AHanu3 nokasasn, 4To Hanbobllas Knactepmsaumna ambeaamHros Habaogaetcs
npu Mcnosb3oBaHMM moaenun word2vec, Torga Kak mogenun ruGPT-3-medium, ruBERT
n ruAdapt npoaemoHcTpmpoBaan bonee BblipaxKEHHY CNOCOOHOCTb K KNacTepur3aLmnm
no Tmnam ¢parmeHTOB, HaNPMMeEp K BblAENEHUIO aHHOTALMM, noAnncen K n3obparke-
HMAM U Tabanuam, a TakKe OCHOBHOIO Hay4YHOro TEKCTa.

Ncnonbayemana moaenb word2vec-ruscorpora-300 [13] ocHoBaHa Ha mopdoso-
r’MYecKM aHHOTMPOBAHHOM Kopnyce U npumeHseT PoS-ternposaHue (Part of Speech),
NpY KOTOPOM KaKAbl TOKEH NpeAcTaB/ieH B BUAE KOMOUHALMM CN0OBA U YACTK peyn,
Hanpumep, «Boga_NOUN» BmecTo «Boga». HectaHAQpTHbIE TOKEHbI, HE BXoAsLMe
B C/I0OBAapb MOAENN, MAPKMPOBANMCh KaK CUMBO/Ibl, YTO MOT/10 CHUKaTb TOYHOCTb Npea-
CTaB/IEHUN.

KauecTBO MOMCKa B LLENIOM OKa3anoCb OrpaHMYeHHbIM. KopoTKme 3anpochbl
(M3 ogHOro-AByx CN0B) 3a4acTylo NPUBOANAN K HEpPeNeBaHTHbIM pe3ynbTaTtam, 61ms3-
KMM No 3GPEeKTUBHOCTM K CAyYalHbiM coBnageHmam. OgHako 6onee AnvHHble 3a-
npocbl (4-8 B3aMMocBA3aHHbIX C/10B), 0COBEHHO Npu Mcnonb3oBaHuM word2vec, no-
3BO/IMIN AOCTUrAaTb CMbIC/IOBOrO COOTBETCTBMA MeEXAY 3anpoCOM M HaWAEHHbIMU
dparmeHTamu. Mpu 3TOM pe3ynbTaTbl COAEPKANU NPEUMYLLECTBEHHO AJIMHHbIE OT-
PbIBKM TEKCTA, BK/IOYAKOLME HECKONIbKO CMbICI0BbIX €AMHWUL, YTO NOKa3aHo B Tabn. 1
Ha NpPUMepe 3anpoca «Mo8ePXHOCMb Wap».

Tak, npu 3anpoce «meopus eepoamHocmeli» B YACNO AecAaTn Hanbonee 6N3KUX
dbparmeHTOB BXOAM/IN TPU NOC/IeA0BaTeNbHbIX ab3aua oaHOM cTaTbk (06beAgNHEHHbIe
KaK e4AnHbI pe3ynbTaT), rae paccmaTpuBanca MetTos Teopum MaccoBoro obcayKusa-

HMNA C MHOTOYUC/ZTIEHHBbIMN YITOMNHAHNAMU BEPOATHOCTHbIX MNOAX040B.
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Tabn. 1. PesynbTaTbl paHKMPOBaHUA TPEX Hanbonee BM3KMX BEKTOPOB MO 3anpocy
«MNOBEPXHOCTb Wap» Hag word2vec

PaH}KuposaHue PesynbTtaT

Preview: «Takum o6pasom, B 04HOAMNONbHOM MoAenn obpaTHas 3a4a4a peLua-
1 eTca cneaytowmm cnocobom. Hy»KHO HaliTU Ha NOBEPXHOCTM chepbl ABE TOUKM C
MaKCMMaNbHbIM 3HaYEHNEM PAAMANbHOM KOMMOHEHTbI MAarHUTHOTO NOAA»

2 Preview: «T. e. QYHKLMA LUMPUHbI IKPAHA HENPEPbIBHA U B OKPECTHOCTU TOUKM»

3 Preview: «®yHKLMA ( ) BbINYKNA BHU3 NO»

3.3. flopaboTKa anroputma

Pe3y/ibTaTbl NEPBOHAYAIbHOrO 3KCNEPUMEHTa NOKas3an, YTO KaYecTBO NOMCKa
3aMEeTHO 3aBUCUT OT AJ/IMHbI TEKCTOBOro pparmeHTa, MCNOJIb3yeMoro npu BeKTopm3a-
LUMK: NposiBUNacb Npobsiiema «»KaAHOCTU» anropuTma, ynomsaHyTas Bbile. HecmoTps
Ha TO YTO KOJNMYECTBO OTHOCUTE/NIbHO AJIMHHbIX (pParmMeHTOB OblN0 HEBEAMKO
(cm. puc. 4), ANNHHbIE YY4aCTKM TEKCTA, BKAKOYAIOLLME HECKO/IbKO CMbIC/IOBbIX eAMHUL,
NPUBOAAT K Pa3MbIBaHWIO CEMAHTUYECKOTO LEeHTPa U, KaKk CNeaCcTBUE, K CHUMKEHUIO TOY-
HOCTM COMOCTaB/IEHMA 3aMPOCOB C PE/IEBAHTHLIMM KOHTEKCTAMMU.

Word Count Distribution

25001 == Mean: 39.1

== Median: 17.0

2000 1

1500 A

Frequency

1000 A

500 4

© | N —

]

e s ) S pp—— _

200 400 600 800 1000
Word Count

o

Puc. 4. Pacnpe,u,eneHme KONn4ecTBa C/10B B NOAMHOXeECTBE N3 OCHOBHOIO Kopnyca.
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[na ycTpaHeHuAa 3Ton npobaembl 6blna NpeanoXKeHa ABYXCTyMNeHYaTas cxema
MOWUCKA, NPU KOTOPOW HapAaady € ycpeaHEHHbIM BEKTOPOM BCEro ¢pparmeHTa 40MNOHU-
TE/IbHO BbIYMCAAIOTCA BEKTOPbI A1A KaXKA0ro NpeasiorKeHumn, BXOAALLEro B ero CocTas.

B pamkax aKcnepumeHTa npeasioXKeHMeM CYUTAJICA TEKCT, OFPaHMYEHHbIN 3Ha-
Kamu npenmnHaHma (TOYKOM, BONPOCUTENbHBIM UM BOCKANLATE/IbHBIM 3HAKOM U T. 4.).
TaKkoi noaxon, No3BoAAET NOBbICUTb TOYHOCTb PAHMKMPOBAHMA U IOKANM30BaTb Hanbo-
Nee peneBaHTHOe NpeaoXKeHne B Npeaesiax HaMAeHHOro TeKCTa, O4HAKO BCe ele
noABeprKeH npobsieme pasmbiBaHUA CEMAHTUYECKOTO LeHTpa. Cxema A0M0/IHEHHOro
anropuMTMa npeacraBieHa Ha puc. 5.

MpeanomeHHA
Paznenexnye Ha pean

DparMeHT TeKCTa dpanenTa

npennoxeHua TencTa

Y

,_L/ BhlvKCNEHHE
aMBeNNHHIOB

; -

Baza faHHbIX

BruHCnEHHE _
Janpoc BriuucneHne PACCTOAHKMA C ¢H zﬁ;:r B;;::'g”:; :enpa;iﬁ:::ﬁc
noneL3osaTena amBenanHron BETHOPEMM P P pe
P — TEHCTA GpanmeHTa

v

BhIBOA chpamagHTa ¢
BEUIENEHHEIM
NpeanoMeHHenM

Puc. 5. Cxema goNOAHEHHOrO aNropuTma.
3.4. Pe3ynbTaTbl aHa/IN3a aITOPUTMA NOUCKA

BHegpeHMe ABYXCTYNeHYaToM CUCTEMbI MOWMCKA W OrpaHUYEHUs GpparmeHToB
[10 YPOBHA NPeaoKeHns N03BONAO0 AOCTUYb 3aMETHOMO MOBbILEHMA TOYHOCTU PaH-
¥KUpOBaHMA. B BONbLIMHCTBE CNyYaeB CUCTEMA KOPPEKTHO Bblaensna npeanoxeHue,
Hambonee 61M3Koe NO CMbIC/TY K MOMCKOBOMY 3anpocy, 4To obecneunno 6osee MHTep-
NPeTUpyemMbie U peNieBaHTHbIE Pe3ybTaThbl. YIyUlleHMEe KayecTBa NPoABMUIOCh NPEXKAe
BCEro B CMNOCOOHOCTM TOYyHee onpenenaTb /SIOKa/ibHble CMbICNI0BbIE€ COOTBETCTBUS.
B yacTHOCTM, NpK NOUCKE NO pa3BeEPHYTbIM dpa3am pesieBaHTHbIE TEKCTbI CTa/IN 3aHU-
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MaTb 60/1ee BbICOKME NO3ULMK B CMUCKE Pe3ynbTaToB, a B NpeAenax HangeHHbIX AOKy-
MEHTOB POKYC CMECTUCA K NPEASIOKEHUAM, COAEPKALLMM KAKUeBble TEPMUHbI 3a-
npoca.

MpumeyaTenbHO, YTO B pAAe C/ly4aeB B PAHXUPOBAHMM Habaoganuce cosnage-
HUA No apTedakTam, Bbl3BaHHble OCOBEHHOCTAMM Kopnyca: HaNpUMep, BKAOYEHNEM
OTAE/IbHbIX 3HAKOB MPENUHAHUA UIN eANHUYHDbIX C0B. MoA0bHbIE 3n1eMeHTbl MOTN
NOABNATLCA B pe3y/ibTaTax MOMCKA M3-3a BbICOKOM YaCTOTbl BCTPEYAEMOCTU U CTAaTUCTU-
4eCKOro CX0ACTBA KOPOTKMX BEKTOPOB.

KauecTBo paHXMpPOBAHUA NO-MPEKHEMY CYLLECTBEHHO 3aBUCUT OT AJIMHbI MOUC-
KOBOro 3anpoca. bonee yctoiumeble pesynbTaTbl AOCTUFANNCL NPU MUCNOb30BAHUM
nMbo YaCTOTHbIX TEPMWMHOB KOpPMyca, MB6O0 CNOXKHbIX 3aNpPOCOB, BK/IKOYAKOWMX He-
CKONbKO B3aMMOCBA3aHHbIX C/10B. Takaa 3aBUCMMOCTb Hanbosiee BblpaxKeHa AnAa Mo-
fenen Ha OCHOBE KOHTEKCTHbIX amMbeaanHros, Torga Kak word2vec geMoHcTpupyeT
60nbLYI0 CTAaBUABHOCTb NPU KOPOTKUX U CPESHMUX 3anpocax.

MonyyeHHble pe3ynbTaTbl MOKa3biBAKOT, YTO WMCMO/b30BaHME MNpPeACcTaBAEHUMN
YPOBHA MPeA/IOKEHUA CYLW,EeCTBEHHO MOBbLIWAET MPAaKTUYECKYID MPUMEHMMOCTb Me-
ToAa, ocobeHHO Npu paboTe ¢ Kopnycamm Hay4yHbIX TEKCTOB, XapPaKTEPU3YHOLLMMUCA
CNIOXHOW BHYTPEHHENM CTPYKTYpPOM 1 pasHoobpasmnem GpopmyanpoBoOK.

3AKNHOYEHUE

MpoBeaeHHOEe NccneaoBaHMe NPeacTaBAAeT O4MH U3 3TanoB paboT B paMmKax no-
cTpoeHua 6ubnmotekn ScilibRu, HanpaBAeHHbIN Ha aBTOMaTM3aLUMIO UHTErpaLnmn Co-
AEPKMMOr0O Hay4YHbIX KYPHA/I0B B €€ OHTO/IOMMYECKYHO CTPYKTYpY. PazpaboTaHHbIN an-
ropuTm TpaHcaAummn LaTeX-40KyMeHTOB B CTPYKTYpupoBaHHble XML-moaenun n nocne-
AYOWMA MOAYNb CEMAaHTMYECKOTO NOMCKAa NOATBEPAUAMN NPUMEHUMOCTb TMOBPUAHDBIX
aNroOPUTMMUYECKUX U HEMPOCETEBbIX NOAX0A0B AN1A aHA/IM3a HAaY4YHbIX TEKCTOB.

MonyyeHHble pe3ynbTaTbl, YHUOULMPOBAHHbIE HABOPbI CTPYKTYPUPOBAHHbDIX
AaHHbIX, 3MbeaaMHIoBble NPeaCcTaBNEHUs TEKCTOB M MPOTOTUMN MOWMCKOBOrO Mexa-
HM3Ma CO34al0T OCHOBY A/1A NOC/NEAYIOLWEr0 BKAOYEHMA 3TUX AaHHbIX B rpad 3HAHUM
SciLibRu n ux ncnonbsoBaHuA nNpu obydyeHMn K aganTaunm A3bIKOBbIX moaenei LLM
K PYCCKOA3bIYHbIM NpeaMeTHbIM 061acTaM.

Pa3BunTne onncaHHOro HanpaBAeHUA BKAKOYAET COBEPLUEHCTBOBAHNE MEXAHMU3-

mMmoB npe,u,o6pa60TKM AdaHHDbIX, NOBbIWEHNE Ka4eCTBa OHTOJIOTNMYEeCKOro BblipaBHMBaHWA
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N pa3paboTKy peKomeHAaTe/IbHbIX CUCTEM Ha OCHOBe 0b6beanHeHUA rpada 3HAHUM K
LLM. Takum obpa3om, paboTa No CTPYKTYPUPOBAHUIO U CEMAHTUUYECKOMY MOMUCKY KYp-
HaNOB ABNAETCA YaCTbo KOMMNEKCHOM cTpaTernu ScilibRu no co3gaHuio MHTeNNeKTy-
aZlbHON MHGOPMAUMOHHOM cpedbl ANA aHaAM3a, NOUCKA U U3BAEYEHUA 3HAHWUK U3
HayYHbIX Ny6ANKaLUMNA.

[JanbHenwee pasBUTUE BUAMTCA B HECKOJIbKMX HanpaB/AeHUsX: NpoBeAeHUe
HaCTPOMKM Moaenen Ha crneymanm3npoBaHHbIX KOPMycax Hay4YHbIX TEKCTOB; paclumnpe-
HMe Habopa NPU3HaAKOB, UCMOIb3YyEMbIX 1A PAHXNPOBAHUA; a TaKXKe MHTerpaumna me-
XaHM3Ma aBTOMaTMYECKOro onpeaeneHns Tuna TeKCToBbIX GparmeHToB (aHHOTaUMS,
OCHOBHOE COZlepXKaHue, noannchb, Teopema, 1emma u ap.). Takoe pasBuTne No3BoAUT
NOBbICUTb TOYHOCTb MOUCKA M UCMNO/Ib30BATb €ro B CUCTEME HaBUraumu no rpadam 3Ha-

HWI Hay4HbIX NYBAMKaUUIN, OCHOBAHHbIX HA CEMAaHTUYECKOM OMUCAHUMN.
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Abstract

This paper examines the development of the SciLibRu library of scientific subject
areas, as a continuation of the semantic description of scientific works from the library
LibMeta project. This library is based on a conceptual data model, the structure and
semantics of which are formed based on the principles of ontological modeling. This
approach ensures a strict description of the subject area, formalization of the relation-
ships between entities, and the possibility of further automated data analysis. The goal
of the study is to develop and experimentally apply methods for structuring scientific
journal data in LaTeX format for their integration into the library ontology and to sup-
port semantic search.

An algorithm for translating data represented by multiple files into XML format
is proposed for integration into the library ontology. A vector search module based on
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embedding calculation using language models is implemented. Patterns in the distri-
bution of embeddings and factors influencing the accuracy of search results ranking
are identified. Testing of the two components is conducted.

The developed method forms the basis for automatically incorporating scientific
journal data into the SciLibRu knowledge graph and creating training corpora for lan-
guage models limited to scientific subject areas. The obtained results contribute to the
development of journal knowledge graph navigation systems, recommendation en-
gines, and intelligent search tools for Russian-language scientific texts.

Keywords: semi-structured data, text structuring, LaTeX, vector representations
of text, full-text search, semantic search.
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