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AHHOMayusa

B nocneaHue rogbl 6onblime A3bIkoBble Moaenu (Large Language Models, LLM)
AOCTUTIN 3HAYUTE/IbHbBIX yCNexoB B 06/1aCcT 06paboTKM ecTeCTBEHHOTO A3blKa U CTaNn
KNOYEBbIM MHCTPYMEHTOM /1A PELUEHUA WMPOKOro CNEKTPa NPUKIALAHbIX U UcCneno-
BaTeNbCKMX 33aga4y. OQHAKO C pPOCTOM MX MacwTaboB M BO3MOXKHOCTEN Bce bBonee
OCTPOW CTaHOBMUTCA Npobaema ranntoumMHaULnii — reHepaunm 10XKHOM, HeO0CTOBEePHOM
WIN HecywecTsylowen mMHPopmaumu, npeacrtaBNeHHON B A0CTOBEpPHOM dopme.
B cBA3M € 3TMM BOMPOCHI aHa/M3a NPUPOAbI raANOUMHALMA N pa3paboTKN meToa0B
NX BbIABNEHMA NPMOBPETAIOT OCOOYIO HAYUYHYIO U NMPAKTUYECKYH 3HAYMMOCTb.

B paboTte nsyyeH peHomeH ranntoumHaumi B 60abLlLMX A3bIKOBbIX MOAENAX, pPaC-
CMOTpPEHbI MX CYLLECTBYHOLAA KNAacCUPMKAUMA N BO3MOXKHbIE NPpUYMHbI. Ha 6ase mo-
Aenn Flan-T5 TakKe nccnenoBaHbl Pa3nymna BHYTPEHHUX COCTOAHUN MOAENN NPU re-
Hepaumu ranatoLnMHaLMn n BEPHbIX OTBETOB. Ha OCHOBE 3TUX PacXoXKAeHMIN NpeacTas-
NeHbl ABa cnocoba AEeTeKTUPOBAHMA TANMIOLMHAUMIA: C NMOMOLLbIO KapT BHUMAHUA
N CKPbITbIX COCTOSAHUM MOAENN. DTN METOAbl MPOTECTUPOBAHbI Ha AaHHbIX U3 BeHYMap-
koB HaluEval u Shroom 2024 B 3aga4ax cymmapu3aunm, OTBETOB Ha BOMNPOCHI, nepe-
¢dpa3npoBaHMA, MalLMHHOIO NepeBoga U reHepauum onpeaeneHnin. Kpome toro, uc-
cnepoBaHa NePeHOCUMOCTb 0OyYEeHHbIX A4ETEKTOPOB MEXKAY Pa3/IMYHbIMU TUMAMMU Fan-
NOUMHAUMA, YTO NO3BO/IMAO OLEHUTb YHUBEPCA/IbHOCTb MPEeAsIOKEHHbIX METOLOB

ANA PA3/IUMYHbIX TUNOB 3a4au.
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BBEOEHUE

Pa3sutre TexHonornii obpaboTkm ectectBeHHoro Asbika (Natural Language
Processing, NLP) B nocneaHue rogbl Hepa3pblBHO CBA3AHO C NOABAEHMEM U COBEpPLLEH-
CTBOBaHMEM 60/bLUNX A3bIKOBbIX Mmoaenen (Large Language Models, LLM), ocHoBaH-
HbIX Ha apxuTekType TpaHchopmep (Transformer, [1]). LLM cnocobHbl moaenupoBaTb
CNOXHble CEMAHTUYECKME 3aBUCUMOCTM U AEMOHCTPUPYIOT BbICOKUIA YPOBEHb FreHepa-
TMBHbIX BO3MOHOCTEN.

OpHaKo cTpemuTeNnbHOE pa3BUTUE TaKUX CUCTEM BbIABMIO U PAL HOBbIX NpPO-
6nem, cpeam KoTopbix ocoboe mecto 3aHMMaeT peHoOMeH rannounHauni [2]. Mog ran-
NOUMHALMAMM MOHUMAIOTCA C/ly4amn, KOraa MoAenb reHepupyeT GpakTUYecKn Hesep-
HYI0, BbIMbILUJIEHHYIO MW NIOTUYECKU HECOT1AaCcOBaHHYO MHPOPMaLMIO, KOTopas npu
3TOM BbIrNAAUT NpaBaononobHo n ybeantenoHo. B pesynbtate ranntounmHaumMm CHu-
¥aloT A40CTOBEPHOCTb CO34aBaeMbIX CUCTEM, YTO KPUTUYECKM BaXKHO NPU UCNONb30Ba-
HuM LLM B cdepax, rae owmnmbKn HegonycTMmbl, HaNnpUmMmep B MeguunHe unauv npase.

AKTyanbHOCTb HacTosweln paboTbl 06ycnoBaeHa HE0BX0AMMOCTbIO pa3paboTKu
MeTOA0B AeTeKUMN ranNtoLMHAUWIA, NO3BONAOWMX NOBLICUTb HAAEXKHOCTb U NPO3paY-
HOCTb PaboTbl A3bIKOBbIX Moaenei. CyuecTsytowme NoAxXoAbl 3a4acTy0 OrpaHMYMBa-
IOTCA aHa/IM30M BbIXOLHOrO TeKcTa 6e3 yyeTta BHYTPEHHMX MeXaHU3MOB paboTbl Mo-
AeNN UNU NCNONb3YIOT 06paLLEHNA K BHELUHMM UCTOYHMKAM AaHHbIX NPU reHepauuu.
MexKay Tem aHanM3 BHYTPEHHUX NPeACTaBAEHUN, TAaKUX KaK CKPbITble COCTOAHUA NN
KapTbl BHUMAHMA, MOXET AaTb AOMONHUTENbHYIO MHPOPMALMIO O TOM, Kak MOAEe/b
dbopmunpyeT pacnpeneneHme BepOATHOCTEN TOKEHOB M B KAKOM MOMEHT popmumpyeTcs
HeA0CTOBEPHbIN KOHTEHT.

Llenbto nccnenoBaHMA ABNAKOTCA pa3paboTKa M aKCNepuMeHTabHAA NPOBEPKa
MeTOA0B AETEeKUNM raNNtoUMHALMA, OCHOBAHHbIX Ha BHYTPEHHUX COCTOSIHUAX N MeXa-
HM3MAxX BHUMaHWUA cnoeB mogenein. B pamkax paboTbl nccnesosaHa B3aMMOCBA3b
MeXAYy BHYTPEHHMMM NPU3HAKAMM MOAENN N AOCTOBEPHOCTbIO FTEHEPUPYEMOrO TEK-
CTa, a TaKXe pa3paboTaHbl cnocobbl BbiABAEHUA FanntoumHaumMn 6e3 obpalieHma K
BHELWWHMM MCTOYHMKAM AaHHbIX. DKCNepuUMeHTbl NpoBeAEeHbl HAa OTKPbITbIX AaTaceTax
HaluEval [3] u Shroom 2024 [4], 4TO N03BO/IN/I0 OLUEHUTb 3PHEKTUBHOCTb U NEPEHOCHK-
MOCTb NPeaN0XKEeHHbIX METOA0B Ha Pa3/IMYHbIX TUNAX 3a4au.
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OB30P NPEAMETHOM OB/IACTU

Mpobnema ranntoumHaLmin B 601bLIMX A3bIKOBbIX MOAENAX UMEET KOMMNIEKCHbIN
XapaKTep u obycnoBneHa covyeTaHnem ¢GaKTopOoB, CBA3AHHbIX C AaHHbIMKU [5—7], npo-
neccom oby4yenms [8, 9] n ocobeHHocTAMM reHepaumm TekcTa [10, 11]. B 3aBucMmoCTH
OT XapaKTepa M CTeNeHU OTKNIOHEHMA OT AOCTOBEPHOCTU FaNIOLMHALMN MOMXKHO pas-
[EeNNTb Ha ABa OCHOBHbIX TUNa [2]:

1) daKkTnueckune ranntoymHaumm (factuality): otBeTbl Mogenn pacxogarca c
dbaKTaMm peanbHOro Mmpa, KoTopble MOXKHO MPOBEPUTD;

2) BEPHOCTb MHCTPYKUMAM mam KoHTeKcTy (faithfulness): otseTbl mogenu
PacXoAATCsA C MUHCTPYKLUMAMM NOJIb30BATENA UM KOHTEKCTOM.

DeTeKTupoBaHue pakTUUECKUX ranntouuHaumni

Ona netekTMpoBaHUA GaKTUYECKUX raitoLMHaALMUIN MOXKHO MCNONb30BaTb Nan-
NAanHbl KOHTPOAA AAHHbIX [12], KOTOpble BbINOAHAIOT pa3bueHne creHepMpPOBaHHOTO
OTBETA Ha OTAEeNbHble GaKTUYECKUE YTBEPKAEHMS U OCYLLECTBAAKOT X aBTOMATMU3NPO-
BaHHYO NPOBEPKY C ONOPOI Ha UCTOYHUK (Hanpumep, Bukuneauio). Hegoctatkom Ta-
KMX METOA0B ABNAETCA HeE0HX0AMMOCTb B CNeLManibHON MHPPACTPYKTYpe U AOMNONHU-
TeNbHOM pa3paboTke cneunannavpoBaHHbIX KOMNOHEHTOB ANA Peasin3auum yKasaH-
HbIX 3TanoB 06paboTKK.

Koraa HeT BO3MOXKHOCTM 06pallaThCa K APYrMM MCTOYHUKAM, MOXKHO MCMNOJ1b30-
BaTb MeTOAbl, aHaNM3UPYIOLLME HEYBEPEHHOCTb MOAEIN BO BPEMA reHepaLmnm oTeeTa
[13]. Ana paboTbl 3TMX METOA0B HEOOXOAMM HENOCPEACTBEHHbIN AOCTYN K BECAaM U aK-
TMBauMam mogenen. B cutyaumax, korga Beca moaener HeAoCTyNHbl, MMeEeTCca He-
CKO/IbKO TEXHUK AETEKLUM ranntoumHaLumnii Ha ocHoBe NpomMmnTuHra [14] unm ncnonbso-

BaHWA LLM-«3k3ameHaTopa» [15].

[eTteKkuuna rannoyumHaLumnii, He COOTBETCTBYIOLLUX MHCTPYKLUAM
WU KOHTEKCTY

Mpy geTekunn ranntouMHALMN, CBA3AHHbIX C UCKAXKEHUEM KOHTEKCTa WU WH-
CTPYKUWI NoNb30oBaTeNA, MPUMEHSAIOTCA B TOM YMC/le MeTo/bl Ha OCHOBE aHa/n3a He-
YBEPEHHOCTM MOAENM NYTEM NPOBEPKM SHTPOMNUUN CrEHEPUPOBAHHOIO TeKcTa [16] unum
BEPOATHOCTEN TOKEHOB Ha Pa3/INYHbIX CTagusax reHepaumnm oteeToB [17]. N3BecTHbI
TaKXKe pas/INnyHble TEXHUKU NPOMMTUHIA, B KOTOPbIX UCNOJb3YIOTCA AOMNONHUTENbHbIE
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3anpocbl, copMMpPOBaHHbIE MO CneumasbHON CTPYKTYpe ANA OLEHMBAHMA COOTBET-
CTBMA OTBETA 3anpocy [18].

[onoNHUTENBbHO MOXHO ONpeaenaTb pa3nyHble NoKasaTeNn, KOTopble YKasbl-
BAlOT, HACKOJ/IbKO MepeceKaloTCA CreHepMPOBAHHbIA KOHTEHT M UCXOAHbIA 3anpoc.
3TN NoKas3aTe I MOTyT OTPaXKaTb KOIMYECTBO N-rpamm [19], MMEeHOBAHHbIX CYLLHOCTEM
(NER) [20] n oTHOLIEHWI MeXKAay STUMM cylHOCTAMM [21]. Kpome Toro, MOXHO MCNONb-
30BaTb Moaenn, obyyeHHble Ha 3aJa4e TEKCTOBOro cneaoBaHuA [22], ucxoas 13 npea-
NONOXEHMUA, YTO BEPHbIA OTBET MOAENN A0MKEH ABNATLCA NPOAO/IKEHMEM 3anpoca
nonb3oBaTens.

Mpw AeTeKunmn ranntoumHaLmMn 4aHHOTO TUNA MOXHO TaK»Ke pacCcMaTpMBaTb NaTt-
TepHbl KapT BHUMAHMA, KOTOpPble MOAEeNb pacnpeaensetr Mexay CloBamMu BXOAHOWM
n BbIXOAHOM nocnepoBaTtenbHocTe. B [23] aBTOpbl OTMEYatoT, YTO NPU BO3HMKHOBE-
HUW rannlouUMHaUMA B 334a4e MaWMHHONO nepesoa MoAesib CKAOHHA ¢OKycmpo-
BaTbCA NINLWb Ha HEOONBLWIOM YMCNEe HavyaNbHbIX C/I0B BXOAHOW NOC/ieA0BaTe/IbHOCTH.
B [24] npeanorKeHo BblAENATb KOYEBbIE C/I0BA B UCXOAHOM TEKCTE M aHANIM3MPOBATD,
HACKONbKO 6oNblIOe BHUMaHME UM yAenanocb Npy reHepaymm oteeTa. B [25] ucnonb-
30BaHa Mepa [0/1M BHUMaHWA, HanpaB/IeHHOro Ha BXOAHble TOKEHbl, OTHOCUTE/IbHO
obuwero o6vema BHMMaHMA. Tako Noaxoa No3BOIAET He TO/IbKO BbIABAATbL ranntoum-
HaUWM Nocne reHepaunm, Ho U MUHTErPUPOBATb MEXaHM3M KOHTPOA B Cam NpoLecc ae-
KOANPOBAHWA, NPeAO0TBPaALLAA UX NOABMEHNE HA PAaHHMX 3Tanax reHepaLuu.

CyL,ecTBYIOT TaKKe noaxoabl, HanpaB/ieHHble Ha UcCcneaoBaHME B3aMMOCBA3MU
MeXKAY BHYTPEHHUMU COCTOAHUAMM MOLEeNeN U NPOABAEHUAMM FANNIOLNMHALMNA. B [26]
aBTOPbI aHANIM3UPYIOT KOPPENALMNIO MeXAY BHYTPEHHUMU NpeacTaBAeHUAMN MOAENM
N ee yBEPEHHOCTbIO B COBCTBEHHbIX OTBETaxX. B [27] BbiABNEHbI CTPYKTYPHblE 3aKOHO-
MEPHOCTM B MPOCTPAHCTBE CKPbITbIX COCTOSAHUI, COOTBETCTBYIOLLMX OTBETAM Ha BUHap-
Hble («aa/HeT») Bonpockl. B [28] npegnoxkeH GpeliMBOpPK ANA AETEKLUUU FannoLmHa-
UM, BKAOYAOWMIA aBTOMATUYECKYIO reHepaumio AaHHbIX C ra/IloUMHALMAMKU U MO-
cneayrowmMn aHanmMs3 pasanynii BO BHYTPEHHUX COCTOAHMAX mogenu npu obpaboTke

creHepunpoBaAHHDbIX HOCHEAOBaTeﬂbHOCTeVI.
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UCNO/1Ib30BAHUE BHYTPEHHUX COCTOSIHWIA MOAENEN NPU OETEKLIUU
rANNOUUHALUA

HacTonuwan paboTa NocBALWEeHa AeTeKUMN rafNtoUUMHAUNI, HE COOTBETCTBYIOLLMX
NHCTPYKLUMAM MM KOHTEKCTY. PaHee A/1a NpoBepKM KOPPEKTHOCTU OTBETOB NpPenmy-
LLEeCTBEHHO MCMO/Ib30Ba/INCh CTaTUCTUUYECKUE KPUTEPUU AN KPYNHbIE CNeuuannsnpo-
BaHHble MOAENN. B OTANYME OT HUX, HaLlel LeNblto ABNAETCA UCC/IeloBaHUe NPOCTPaH-
CTBAa BHYTPEHHWUX COCTOSIHWUI A3bIKOBbIX MOAENeN NpPU reHepauum U Ucnoib3oBaHue
3TUX COCTOAHMM B KayecTBe NPU3HAKOB A/1A 0Oy4YeHUA NEerkoBeCHbIX HEeMpOCeTeBbIX
KnaccuodumkatopoB. C MX MOMOLLbIO pellaeTca 3agadva GuHapHOM KnaccudpuKauumm:
onpeaennTb, ABNAETCA /I CTEHEPUPOBAHHbLIN OTBET rai/loUuMHAUNEN WU KOPPEKT-
HbIM.

B KauecTBe NpM3HaKOB PAaCCMOTPUM ABa TUMNA BHYTPEHHUX COCTOAAHWUIA: KapTbl ne-
PEKPECTHOro BHUMaHWA B COOTBETCTBYIOLLMX BNOKaX M BbIXOAbl PAa3/INYHbIX C10€B MO-
AeNV Npu reHepaunn. na Kaxaoro U3 sTux TMNOB 0by4eH cneunanbHbiii Knaccuduka-
TOpP U NPOBeAeHa OLEHKa ero paboTbl B Pa3IMYHbIX 3a4a4ax.

MCNOJIb3YEMbIE OATACETbl U MOAE/IN

Ona petekumun ranatoumHaumim 6b1a1M MCNONb30BaHbI ABa AaTaceTa: AaHHble U3
copeBHoBaHMA Shroom 2024 [4] u 6eHumapkK HaluEval [3].

[JaHHble 13 copeBHOBaHMA Shroom copep)kaT CNOXHOAETEKTUPYEMbIE MNpPU-
Mepbl raNNlouUnMHaLUNM B OTAENbHbIX 3a4a4aX, TaKUX KaK MoAenMpoBaHue onpeaene-
Hui (definition modeling, DM), mawwunHHbIN nepeBog, (machine translation, MT) u ne-
pedpasmposBaHue (paraphrase generation, PG). HecmoTpa Ha 60/bllOE KOJIMYECTBO
NAHHbIX B 3TOM COPEBHOBAHMMU, YNCO Pa3MeEYEHHbIX NpMMepoB HeBeinKko — 400 npu-
MepPOB KaXaoro Bnaa.

HaluEval — 3To macwTtabHbi 6eHUMapK AN OUEHKKU ranatoumHaumMin 6onblumnx
A3bIKOBbIX Moaenien. Mbl UCNONb30BaIM NOABbLIOOPKM 3TOro 6eHYMapKa, COOTBETCTBY-
lowmne 3agadam «Bonpoc — oTBeT» (question answering, QA) n cymmapusauunu
(summarization), B Kaxkgon u3 Kotopbix cogepkutcs 10000 pazmeyeHHbIX NPUMepos.
Kaxkabi npumep noaBbiOOPKM COCTOUT M3 3aNpoca, NepesaBaemMoro Ha BXo4 MOAENM,
npMmepa KOPPEKTHOro OTBETA M NpUMepa raaatounHaunm Ans gaHHOro 3anpoca.
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B KauecTtBe moaenei Ana sKCNepMmMeHToB BblIM NCNOIb30BaHbI MOAENN U3 ce-
mewcTea Flan-T5 [29], npeacTtasasatowme coboi ynydweHHble Bepcum mogenn T5 (Text-
To-Text-Transfer-Transformer). Mogenun storo cemencTsa, Kak U 601blWINHCTBO 60/1b-
LUMX A3bIKOBbIX MOAENEeN Ha CeroAHAWHNI AeHb, Oblnn 06y4YeHbl A4na peweHna 6onb-
LLIOTrO YMcNa pPasnYHbIX 3a4a4 B 06n1actm NLP, noaTomy BHYTPEHHME COCTOAHMUA ITUX
Mmozeneln NoTeHUMaNbHO penpe3eHTaTUBHbI U UMEIOT Pa3BUTYIO CTPYKTYPY, YTO NO3BO-
NAeT UCNO0Nb30BaTb UX A5 aHanM3a. baarogapa asTomy TakKe BO3MOXKHO OLLeHUTb pa-
60Ty MeToA40B NPU Pa3INYHbIX CLeHapuax. na sKcnepMMmeHToB Obls1a UCNOb30BaHa
Bepcus flan-t5-base, koTopaa umeet 248 maH napameTpos.

MPU3HAKU HA OCHOBE CROSS-ATTENTION

B pamKax 3akcnepMmeHToB Obl/I0 YCTAHOB/IEHO, YTO B C/ly4aaXx raiatoumHauui
N KOPPEKTHOro OTBETa NepeKkpecTHoe BHMMaHMe (cross-attention) moaenu dokycupy-
€TCA Ha Pa3HbIX YaCTAX BXOAHOM NOC/ieA0BaTEeIbHOCTY.

Kaxabii gekogep-cnon 1 € 1,...,L B ceTm mMoAenu MMeET HECKO/IbKO rosoB
(heads) [All, Al,, ...,Alh], roe h — KonmyecTso ronos, Ali — MaTpULa, Y KOTOPOWN KONK-
4eCTBO CTON6LLOB PAaBHO YNC/Y TOKEHOB BXOAHOM NOCNEA0BaTENbHOCTM, @ CTPOK — KO-
NIMYECTBY TOKEHOB, CTEHEPMPOBAHHbIX B JaHHbIN MOMEHT BpemeHU. Kaxkapbii anemeHT
3TOW MATPULLbl 03HAYaEeT BAXHOCMb BXOAHOIO TOKEHA A1 BbIXOAHOr0, KOTOpas Bblpa-
¥KaeTca BewecTBeHHbIM ynciom ot 0 Ao 1. HaxoxaeHne makcumyma cpeau CloeBs U

ros10B ANA BXOAHOIrO TOKEHa a W BbIXOAHOTO TOKeHa b — MmaxXj=1 h,j=1.L (A]i)b , — nos-
BONAET BblAENINTb BaXKHble TOKEHbI N3 KOHTEKCTA.
HurKe Ha aByx npumepax gaHHbIX M3 HaluEval QA BM3yanu3mpoBaHbl pa3nmuma

B pa60Te MmexXaHn3Ma nepekpecTtHOro BHMMaHuMA npu reHepaumax KOPpPEKTHbIX OTBETOB

n ranalounHauni (cm. puc. 1 n 2).
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FannwoyuHaums

KoppekTHbiit oTBeT
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Puc. 1. Mpwu ranntoumHaumm mogenb CUibHO GOKycupoBasiacb Ha 38-m TOKeHe

4

water’ v 39-m TokeHe ‘_and’, a npn KOPPEKTHOM oTBeTe Ha 44-m TokeHe ‘_alcohol’.
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KoppekTHbIA oTBeT
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Puc. 2. MNpu KOppEKTHOM OTBETE MOAE/b A0/I}KHA CUIbHO GOKYCMPOBATLCA Ha
ToKkeHax 21 —24:‘ Glen’, ‘n’, * Hughes’, * (‘. B cnyyae ranniounHaumm moaenb
He yAennna asTOMy CerMeHTy TeKCTa BHUMAHMA.
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KapTbl NnepeKkpecTHOro BHUMaHMA 3aMETHO PA3/IMYAIOTCA MEXAY KOPPEKTHbIMM
OTBETAMMW U FranntoumnHaumamm. NMosatomy ans npoBepKn rmnotesbl 06 UX NCNosb30Ba-
HUM ONA AeTeKUMU ranniounmHaumii 6bina NnpegioXKeHa cneayowan apxuTeKkTypa (cm.
puc. 3).

1. BxogHble gaHHble X NpeacTaBAAOT COOON TeH30p, COCTOALMM U3 KAPT aKTU-
BaUMIA BHMUMaAHMA [[Alil, Aliz, ...,Alih], ...,[Ali+k1, Ali+k2, ...,A1i+kh]] MexKay ToKe-
HaMW BbIXOAHOM W BXOAHOM MocnenoBaTeNibHOCTEN, B3ATbIX C kK nocnenoBaTenbHbIX
CNOEeB CeTw.

2. MepBbi 610K geTekTopa 0bpabaTbiBaeT KapTbl BHUMAHMA PA3/IMYHbIX 0108
moaenun. OH COCTOUT M3 ZIMHENHbIX Npeobpa3oBaHMi, pa3mep KOTOPbIX NOC/ieaoBa-
TeNbHO yMeHbluaeTtca (2790 -> 1395 -> 697 -> 348 -> 174), ¢ dyHKUMEN aKTUBaLUU
LeakyReLU mexay HMMMK. B pe3ynbTaTe noay4vaeTca TEH30pP X,, B KOTOPOM MHPOpMa-
LMA U3 KapT BHUMAHMA Pa3/INYHbIX FO/I0B arperMpoBaHa B BEKTOP MeHbLUEN pa3mep-
HOCTM NOC/IOMHO.

I
A 4

OBpaboTka ronoe
CIoAK

v Ty

‘ ObpaboTra chnoee |

T
v !

h,‘ OSpaboTka BbiXOQHbIX
—» TOKSHOE C
Mcnone3oeadMem RMN

| =,

Knaccwdwkarop

l

0/1

Puc. 3. ApxuTeKkTypa KnaccupumkaTopa Ha OCHOBE NEPEKPECTHOTO BHUMAHMUS.
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3. MNMocne 06paboTKM ronoB MNOAYYMBLUMECA TEH30Pbl KOHKATEHMPYHOTCA MO-
CNOMHO, U AN HUX aHA/IOTUYHO NMPUMEHAIOTCA IMHENHble TpaHCcPopmaLmKn C pasme-
pamu (512 -> 256) 1 GyHKUMM aKTMBALMKM, KaK B Npeablayliem nyHKkTe. Takum obpa-
30M, B X; AN1A KaXKA0ro BbIXOAHOro TOKeHa cobpaHa MHPOpMaUMA O BarKHbIX TOKEHax
N3 KOHTEKCTa U3 pPa3HbIX C10€EB A3bIKOBOW MOAENN.

4. 3atem pekyppeHTHaa cetb LSTM [30] obpabaTtbiBaeT nocneaoBaTeIbHOCTU
BEKTOPOB M3 NMpeablayLLero NyHKTa A1a KaxkAoro BbIXOAHOro TOKeHa. Takoi cnocob
NO3BONAET aHA/IN3UPOBATb, KaK MCNO/Ib30BaHME MHPOPMALMKN N3 KOHTEKCTA U3MEHA-
eTCA BO BpemsA reHepauumm HOBbIX TOKEHOB.

5. MocneaHee BHYTPEHHEE COCTOAHME AAHHOIO C/105 NepeaaeTca B KNaccudmKa-
Top. Ha Bbixoae KnaccudpuKkatop popmmnpyeTt BepoATHOCTb TOFO, YTO OTBET ABNAETCA
ranntounHaumnen.

TakK Kak A/MHA OTBETOB MOMKET bbITb pa3HOMN, HeobxoaMmo obpesaTb CAULLKOM
ANWHHbIE MW AONONHATbL KOPOTKME OTBETbl A0 OAMHAKOBOW AnuHbl. B HaluEval QA
rafNtoULMHNPOBAHHbIE OTBETbI B CPEAHEM AJ/IMHHEE, MO3TOMY Dbl TaKXKe nNpoBeaeH
3KCNepMMeHT c obpe3aHnem oTBeTa 40 4 BbIXOAHbIX TOKEHOB.

Pe3ynbTatbl AaHHOro anroputma Ha HaluEval QA B 3aBMcMMOCTM OT BbIOPaHHbIX
cnoes NpeacTas/ieHbl B Tabn. 1. Bce akcnepumeHTbl NPOBOANINCE B KOHPUIypaumm,
yKa3aHHoM B Tabn. 2.

Tabn. 1. Pe3ynbTaTtbl pa3nnyHbIX KOHPUTrypaunuit anroputma Ha HaluEval QA

[nMHa BbIXOAHOM NocneaoBaTe/IbHOCTU Cnowu flan-t5-base F1-Score
[0, 1,2, 3] 0.978
32 [4,5,6,7] 0.983
(8,9, 10, 11] 0.974
[0, 1, 2, 3] 0.852
4 [4,5,6,7] 0.883
(8,9, 10, 11] 0.849
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MonyymBlasca ceTb MMeeT nopsaka 22M napameTpoB, YTO COCTABAAET MpU-
MepHOo 9 % oT pa3mepa flan-t5-base. Takoi nogxoa K AeTeKuum ranirounHaUnM He Tpe-
6yeT nepeobyyeHms 60nbLWON MOAENN M MOKA3biBAET BbICOKOE KAa4eCcTBO Knaccudpuka-
umm no F1-mepe Ha TectoBoM BbIbOpKe.

HecmoTps Ha BbICOKYIO TOYHOCTb, a/IOPUTM MMEET apPXUTEKTYPHOE OrpaHuye-
HMe: BXOAHbIE BEKTOPbI Ype3Bbl4aMHO paspeXxeHbl U 061aaatoT 601bLWON pa3mepHo-
CTblO, YTO YC/IOXKHAET 06pabOoTKY ANMHHBIX NocneAoBaTeIbHOCTEN. [ToaTOMY AnA Kop-
PEKTHOM PaboTbl C AZIMHHBIMK TEKCTAMU HEOBXOANMbI AONONHUTENbHbIE U3SMEHEHUA
(Hanpumep, pasaeneHne TeKCTa Ha KYCKU 6osee KOPOTKOM AJINHbI U arpernpoBaHme
pe3ynbTaToB), BbIOOP KOTOPbLIX TPEOYEeT OTAE/IbHOIO UCCNeA0BaHUA.

Tabn. 1. MNapameTpbl 06y4eHUs

MapameTp 3HauyeHune
Pasmep 6aTua 64
Konunyectso anox 10
Paszmep obyuatowien BbiI6OpKK 16000
Pa3smep TecToBOW BbIOOPKHK 4000
CkopocTb 0byueHus (learning rate) 0.0001
Pasmep BxoaHOM nocneaoBaTeIbHOCTU (C y4eToM NaaanHra) 465

NPU3HAKU HA OCHOBE BbIXO,0B PA3/INYHbIX C/IOEB MOAE/EN

B xoae 3akcnepMmeHTOB OblI0 YCTAHOBNEHO, YTO BbIXOAHbIE MpeAcTaBieHUA
CNOEB MOAENN NPU FeHepaLuumn ranitouMHaUMNn U KOPPEKTHbLIX OTBETOB TaKMKe pas/iv-
yatoTca. B oTanMumMe oT KapT NepeKkpecTHOro BHUMaHUA, pa3sMmep 3TUX BEKTOPOB He 3a-
BUCUT OT A/IMHbI BXOAHOM M BbIXOAHOW NOC/1eA0BaTeIbHOCTEN U QUKCUPYETCA Ha 3Tane
oby4yeHUnA A3bIKOBOM Mmoaenn. baarogapa sTomy UCNoab30BaHME NPU3HAKOB, NOCTPO-
€HHbIX Ha OCHOBE BHYTPEHHUX NpeAcTaBAeHWUI, HE HaKNaAblBaeT OrpaHUYEeHNI Ha pas-
Mep KOHTEKCTa M no3sosseT 3¢PpeKTUBHO AEeTEKTUPOBATb FraNNOUMHALMKX B 3a4a4aX
c 6onblwnm obvemMom TeKkcTa, Hanpumep, B HaluEval Summarization.

Ha puc. 4 npeacrtaBneHbl NPOEKLUNU CKPbITbIX BHYTPEHHUX COCTOAHUA MOAEeNn
npu reHepauum nocnegHero TokeHa B 1000 npumepax cymmapusaunm, NoaydYeHHble
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c nomoulbto PCA [31] (0O-1 cnoit — 3To cnoi, Kyaa NpuxoaaT BbIXxoAbl aHKoAepa). Kpac-
HbIM LBETOM BblA€NEHbl COCTOAHWUA, COOTBETCTBYHOWME FANNOUMHAUMAMM, CUHUM —
KOPPEKTHbIM OTBETAM.
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KaK BUAHO M3 NpoeKLMi, BHYTPEHHNE COCTOAHUA OKa3a/IMCb A0BO/IbHO XOPOLLO
pa3nnMuMmbl. Ha OCHOBE 3TMX 3HAYEHUM TaKKe Obla 06yyYeH AeTEKTOP ratouMHaALLNNA.
[eTtekTop npeacTaBnaet coboit HEMPOHHYO CeTb, COCTOALLYHO U3 3 IMHENHbIX CI0EB U
byHKUNM akTmBaumm LeakyRelLU mexay HUMM, HA BXOZ KOTOPOWN NPUXOAAT aKTUBALLUM
C PA3/IMYHbIX C/I0EB NPU FreHepaLmMmn nocnegHero TokeHa. B tabn. 3 n 4Huxe npepcras-
NeHbl n3bpaHHble pe3y/ibTaTbl AETEKTOPA, UCNOJb3YHOWEro akTUBaLMmM C PasnYHbIX
CNOEB B Ka4yecTBe BXOAHbIX AaHHbIX, Ha 3aaa4e HaluEval Summarization.

Tabn. 2. Pe3ynbTathbl geTeKkTopa Ha HaluEval Summarization B 3aBucMmocTu oT cnos
mogenu flan-t5-base (Hymepaums c 0)

Homep cnos F1-Score
0 0.305
1 0.757
2 0.859
6 0.924
7 0.944
3 0.951
11 0.861

Tabn. 3. MapameTpbl 06y4eHUs

MapameTp 3HaveHue
Pasmep 6aTua 128
Konunyectso anox 10
Pasmep obyyatouien BbiIbopKMu 18000
Pasmep TecTtoBoM BbIGOPKK 2000
CkopocTb 0byueHus (learning rate) 0.0001
Pasmep BxogHOM nocnefoBaTeIbHOCTH 1600
(c yyeTom napanHra)
Pasmep BbIXOAHOWM NOCNEA0BATENIBHOCTH 178

(c yyeTom napanHra)
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N3 pe3ynbTaToB aKCNepMmeHTa BUAHO, YTO pacnpeeneHmnsa BHYTPEeHHUX COCTO-
AHMMN CNOEB CU/IbHO OT/INYAIOTCA NPU reHepaLnm rantoLMHALMN U BEPHbBIX OTBETOB NO-
YTW BO BCeX C/10AX ceTu. Jlydwme pe3ynbTaTbl NOAYYaOTCA ANA cnoeB 6—8. Kpome TOrO,
AOCTOMHCTBO 3TON0 METOAa 3aK/1H04AETCA B TOM, YTO OH paboTaeT He3aBUCMMO OT ANMH
BXOAHOM M BbIXOAHOM NOCNe[0BaTeNbHOCTEN: BbIXOAbI C/IOEB BCErga MMEKT OAHY pas-
MEPHOCTb, 3a4aBAEMYI0 APXUTEKTYPOIM NCXOLHOMN A3bIKOBOW moaenu. MNonyumsLumnimca
AETEKTOP MMeeT nopaaKa 566 TbiC. napameTpos, YTO cocTasaaeT npumepHo 0.2 % ot
pa3mepa MCXOL4HOM A3bIKOBOW MOAENMN.

NEPEHOCMMOCTb MEXAY PA3/IMYHbIMU TUNAMMU FTANTIOLUHALUIA

[nAa npoBepKM NePeHOCMMOCTH Pe3ynbTaToB AeTEKTOPbI, 0Oby4yeHHble Ha 3aga4e
HaluEval Summarization, 6blAM 3anyweHbl Ha ranaloUMHAUMAX APYrMX TUMOB:
HaluEval QA, Shroom MT, Shroom PG, Shroom DM (tabn. 5 n 6).

Tabn. 4. Pesynbtathl Knaccndukatopa (F1-Score), obyvyeHHoro Ha HaluEval
Summarization, Ha gpyrux 3agadax.

Homep cnos HaIuEyaI ?um- HaluEval Shroom Shroom Shroom
marization QA PG DM MT

0 0.305 0.002 0.362 0.661 0.562

1 0.757 0.194 0.337 0.531 0.553

2 0.859 0.365 0.267 0.294 0.464

6 0.924 0.56 0.256 0.094 0.46

7 0.944 0.632 0.358 0.472 0.531

8 0.951 0.595 0.283 0.313 0.482

11 0.861 0.514 0.283 0.607 0.554

JKcnepuMeHTbl NOKa3anu, 4To 0COb6eHHOCTU pacnpeneneHuit cnoes cetTu, Npu-
CyLLiMe ranniounMHaLMAM B 33434€ CYMMapmM3aLmMn, NI10X0 NepeHoCcATCA Ha raantounHa-
UMM apyrux Tmnos. TakMm o0b6pa3om MOXKHO cAenaTb BbiBOA, YTO COCTOAHMA MoAenu
npwv reHepaLmmn raaalounMHaALMA Pa3NNYHbIX TUMOB MMEKOT Pa3HOoe pacnpeseneHune, u
ANA NOCTPOEHUA «YHUBEPCA/IbHOTO» AEeTEeKTOpa HeobXoAMMbI NPUMEPLI raNNOLUNHA-

LM B pa3HbIX 3aJa4ax.
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Tabn. 5. PesynbTtathl Knaccndpumkatopa (F1-Score), obyyeHHoro Ha HaluEval QA,

Ha APYrux 3agayax.

Homep cnos HaIuE.vaI. HaluEval Shroom Shroom Shroom
Summarization QA PG DM MT
0 0.666 0.665 0.362 0.662 0.562
1 0.662 0.910 0.352 0.658 0.534
2 0.665 0.959 0.362 0.66 0.561
6 0.666 0.975 0.361 0.661 0.562
7 0.666 0.978 0.361 0.661 0.562
8 0.667 0.980 0.362 0.662 0.561
11 0.663 0.965 0.36 0.661 0.561

Mpn obyyeHnn aetekTopa Ha 3agade HaluEval QA Takke HabaogatoTcsa pas3num-
4YnMA B 3aBUCMMOCTM UCMNO/Ib3YEMbIX C/I0OEB, HO B 3HAYUTE/IbHO MEHbLUEN CTENEHU, YEM
B 3af,a4e Ccymmapusaumm. AHanormyHo 3agade QA, AeTeKTopbl Ha OCHOBE C/10€eB C 6 No
8 [0EeMOHCTPUPYIOT Hauaydwune pesyabTaTbl. Jlyylwlee KayecTBO MOy4vaeTca Npu wUc-
NONb30BaHUM 8-r0 CN0S, YTO HE3HAYUTE/IbHO MEHbLUE, YEeM KAyecTBO, NOJIYy4EeHHOE C
MOMOLLbIO AEeTEeKTOpPA Ha OCHOBE MepeKpecTHOro BHMMaHUA: 0.98 (Tabn. 6) npoTtus
0.983 (tabn. 1).

Mpwu nocneayowem NPUMEHEHUM AAaHHOTO AETeKTopa K ApYyrMm 3agayax bbina
CHOBa NOATBEPKAEHA NA0XasA NEPEHOCUMOCTb MEXAY Pa3/IMYHbIMN TUNAMM FANNOLN-
Hauui. MpumeyaTenbHO, YTO NPU UCMONb30BaHUM KnaccudpuKaTopa, obydyeHHOro Ha
3agave QA, BbIbOp BXO4HOrO CNOA MOAENN NPAKTUYECKM He BAMAET Ha KAyecTBo Ae-
TEKUMKN B APYrnX 3aga4ax. DTO MOXKET CBUAETENbCTBOBATb O TOM, YTO NPU reHepaLmn
CyMMapu3aLnii pacnpegeneHmsa akTuBauuii No CNoAM OTIMYALOTCA MeXay coboi 3Ha-
ynTenbHo cunbHee (Tabn. 5), yem B 3agaye QA.

3AKNHOYEHUE

PaccmoTpeH ¢eHoMeH rannrounHaunii B 60nblNX A3bIKOBbIX MOAENAX C POKY-
COM Ha C/ly4aun, BO3HUKAIOLME U3-32 HECOOTBETCTBUA MEXKAY BXOAHbIMMU U BbIXOAHbIMU

AaHHbIMKW. [INs aBTOMATUYECKOW JeTeKUMM TakuxX rannlouuHaumii Ha pgartaceTtax
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Shroom u HaluEval 6bi1n1a ucnonb3oBaHa BHewHAA moaens flan-t5-base, a Takke npea-
NIOXKEHbI U UCCNeaoBaHbl MOAX0Abl HA OCHOBE CKPbITbIX COCTOSIHUI M KapT BHUMAHMUA.

MpoBeaeHHble 3KCNEPUMEHTbI MOKAa3aan, YTO BHYTPEHHME NpeacTaBAeHUA MO-
AEeNn NP reHepaunm raIloULMHUPOBAHHbIX MU KOPPEKTHBIX OTBETOB MMEKOT Pasnmuus,
KOTOpPbIe MOXHO UCNO/1b30BaTb A/151 NOCTPOEHUA 3PPEKTUBHDIX AETEKTOPOB. B YacTHO-
CTW, METOAbl, ONUPAIOLLMECA HA CKPbITblE COCTOAHMA, NPOAEMOHCTPUpoBann bonee
LUMPOKYO MPUMEHMMOCTb U aHANOTMYHYIO TOYHOCTb MO CPABHEHMIO C NOAX0AaMM Ha
OCHOBE BHMMaHMA, ocobeHHOo nNpu paboTe ¢ ANMHHBIMUM BXO4AaMW, TAe NocneaHue Tpe-
OyloT NpeaBapuUTeIbHOM arperaumMm NPM3HaAKoB. ITO YKa3biBaeT Ha NEePCNEeKTUBHOCTb
MCNONb30BaAHMA CKPbITbIX NPeACcTaBNeHMI KaK bonee yHMBEPCAZIbHOTO NPU3HAKOBOIO
NPOCTPAHCTBA A4N1A 33434 AeTeKunun. B xoae akcnepumeHToB 6bl10 YCTaHOBAEHO, YTO
CKpPbITble COCTOAHMA NPOMEKYTOUHbIX cnoeB (6—8 ana moaenu flan-t5-base) Hanbonee
MHPOPMATUBHbI AN1A 334341 AETEKUMUN raiNtoLUNHALNA.

B pamkax paboTbl 6bin peannsoBaH n 0bydyeH KnaccuduKaTop, UCNOAb3YHOLWMIA
CKPbITble COCTOAHUS MOAENN U AEMOHCTPUPYIOLLUIA BbICOKOE KauyecTBO AEeTeKLUUN ran-
NOUMHAUMA Ha page 3agady. Kpome Toro, 6bina npeanpuHATa NOMbITKA NOCTPOEHUSA
MoZenn Ha ocHoBe LSTM, npuHMMmatower BM3yanmsaumm KapT BHUMAHMA B KayecTse
BX0Z4a. ITOT NoAxo4, HECMOTPA Ha BbICOKOE KayecTBO KnaccuduKaumm, MMeeT OrpaHu-
YyeHus Npu paboTe C A/IMHHBIMKW NOCNE0BaTENbHOCTAMMU.

OTaenbHOe BHMMAHWE Obl0 yaeneHO BOMPOCY NEPeHOCMMOCTU: OEeTEKTOpbI,
06y4YeHHble Ha OAHOM TUME rantoLMHALLNM, NOKa3blBalOT OFPaHNYEHHYH CNOCOH6HOCTb
K NepeHoCcy Ha Agpyrue 3agayun, 4To NnoAyepKnBaeT HeobxoaMmMocCcTb B bonee yHUBep-
CafibHbIX NoAXo4ax W Kopnycax ana obydyeHus. ITo HanpaBAeHME OCTAaeTCs OTKPbITbIM
N TpebyeT AaNbHENLLEro N3y4yeHus.

O4HMM M3 NOTEHLMaNbHO NePCNEKTUBHbLIX NyTeN NPOAO/IKEHNA PaboTbl ABAA-
eTcA NPUMEHEHME CTAaTUCTUYECKMX METOA40B aHaAM3a U NCNONb30BaHME cneLymanbHbIX
BbIOOPOK AN1A U3YyYeHMA BHYTPEHHUX COCTOAHUIM moaeneit. Takme noaxoabl MOTyT Cro-
cobcTBOBATH BbiABAEHUIO HONee 06LWMX 3aKOHOMEPHOCTEN U NOBbILIEHWIO NEPEHOCU-

MOCTU OETEKTOPOB MeXAay 3aa4aMn.
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Abstract

In recent years, large language models (LLMs) have achieved substantial pro-
gress in natural language processing tasks and have become key instruments for ad-
dressing a wide range of applied and research problems. However, as their scale and
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capabilities grow, the issue of hallucinations — i.e., the generation of false, unreliable,
or nonexistent information presented in a credible manner—has become increasingly
acute. Consequently, analyzing the nature of hallucinations and developing methods
for their detection has acquired both scientific and practical significance.

This study examines the phenomenon of hallucinations in large language mod-
els, reviews their existing classification, and investigates potential causes. Using
the Flan-T5 model, we analyze differences in the model’s internal states when gener-
ating hallucinations versus correct responses. Based on these discrepancies, we pro-
pose two approaches for hallucination detection: one leveraging attention maps and
the other utilizing the model’s hidden states. These methods are evaluated on data
from HaluEval and Shroom 2024 benchmarks in tasks such as summarization, question
answering, paraphrasing, machine translation, and definition generation. Additionally,
we assess the transferability of the trained detectors across different hallucination
types, in order to evaluate the robustness of the proposed methods.

Keywords: large language models, hallucinations, detection, Flan-T5, natural
language processing, attention maps, hidden states, HaluEval, Shroom.
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CBEAEHUA Ob ABTOPAX

AVCUH Tumyp Pycmemosuy — vHxeHep MalMHHOro obyye-
HMA N UccneaosaTesib B 061acT 06paboTKM ecTecTBEHHOro A3blKa.
O6nacTb Hay4YHbIX MHTEPECOB: OLEHKA A3bIKOBbIX MoAene, bonblume
A3bIKOBble MOZENU, MHTepNpeTUpPyemocTb moaenen, ontumusauma
NHbepeHca A3bIKOBbIX MOAeNen.
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