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AHHOMayusa

MNpeanoxeH meTon NOCTPOEHUA MHBAPUMAHTHbLIX K MacwTaby npeactaBieHMi
BPEMEHHbIX PALOB PO3HMYHOM BbIPYYKM Ha 6ase TpexbapHoM (No Tpem coceaHUMm
nepuogam) reomeTtpum ApammoHga (DG), paclwumMpeHHOM MynbTU-TakMdppenmoBbIm
KOHTEKCTOM (4€eHb, YAaCTMYHAA KasfieHAapHaA HeaenAa M CKonb3AwaAa 7-gHeBKa). Ha
3TUX «naTyax» BbinonHeHo self-supervised npegobyyeHmne no cxeme Joint-Embedding
Predictive Architecture (JEPA) co cnaTno-TemnopanbHbIM MacKMPOBaHUEM, NOC/e Ye-
ro mogenb A006yyYeHa C BbIXOAHbIMU CIOAMM, OLLEHUBAKOLWMMMU HEONPELENEHHOCTD,
ANA NMPOrHo3a Ha cieaylwMin aeHb U cneayrowyro Heaento. MpoaHann3npoBaHbl
cBoMcTBa adPMHHOM MHBAPUAHTHOCTU MPU3HAKOB U MAEHTUPUUMPYEMOCTU HedeNb-
HOM ¢a3bl; SMOUPUYECKN NPOLAEMOHCTPUPOBAHO YAYYLUEHME MO CPABHEHMUIO C CUNb-
HbIMKM 6a30BbIMW MOAENAMMU HA PeabHbIX AAHHbIX.

Knwueeblie cnoea: reomeTtpusa [pammoHaa, Joint-Embedding Predictive
Architecture (JEPA), BpemeHHble pagbl, Open-High-Low-Close (OHLC), po3HM4YHas
TOProBAsA, KPAaTKOCPOUHbIM NPOrHO3, CaMoobyyeHue.

BBEAEHUE

CoBpeMeHHble PO3HMYHbIE BPEMEHHbIE PAAbl XapaKTepuU3ylTCA BbICOKOM Ba-
PUATUBHOCTbIO, BbIPAaXKEHHOW HeAeNbHOW CEe30HHOCTbIO M Ha/IMYMEM LIYyMa, YTO CO-
3[4Q€T CyLLEeCTBEHHbIE CNOXHOCTU ANA KPAaTKOCPOYHOro NpPOrHO3MpPOBaHUA KAKOYEBbIX
METPUK: BbIPYYKU, KOIMYECTBA KAaCCOBbIX YEKOB U cpedHero Yeka [1, 2]. TpaganumnoH-
Hble meToabl, Takme Kak ARIMA n aKcnoHeHUManbHOe Craa*KMBaHWe, MOryT AeMOH-
CTPUPOBATb HEAOCTAaTOYHYI TOYHOCTb HAa HE/IMHENHbIX 3aBUCMMOCTAX U NMPU PE3KUX

nameHeHuax pexmmos [3]. HepoceTeBble noaxoabl, BKAto4aa N-BEATS un Temporal
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Fusion Transformer (TFT), noKa3biBaloOT siydlMe pe3ysibTaTbl, HO TPebYT 6oNbLINX
06BbEMOB AaHHbIX U MOTYT 6bITb HEYCTOMYMBbLI K MI3MEHEHUAM MacwTaba u casmram
ypoBHsA paaa [4, 5].

B HacToAwen pabote paccmoTpeHa KOMOMHAUMA KNACCUMYECKUX TEXHUYECKMX
MHANKATOPOB M COBPEMEHHbIX METO40B CaMOoobyyatoWmxcsa npeacraBneHnii. B Kave-
CTBE OCHOBbI 419 NPM3HAKOB MCMNOb30BaHa reomeTpus pammoHaa (DG) [6] — Habop
NHTEPNPETUPYEMbIX YPOBHEN, OTPArKaOLWMX NIOKASIbHYIO FeOMETPUIO LLEHOBOTO ABU-
eHunA, 060b6LEeHHYIO Ha CNyY4al NPOU3BOJ/IbHBIX BPEMEHHbIX pAAoB. [na obyyeHums
npeacraBAeHnin npumeHeHa apxutektypa JEPA  (Joint-Embedding Predictive
Architecture), nokasaBLwwas cBoto 3¢pEKTUBHOCTb B 3a4a4aX KOMMbIOTEPHOIO 3peHuns
n 06paboTku curHanos [7, 8]. Knouesasa naesa JEPA — npeackasaHune npeactaBneHuin
OAHMX YacCTeM OAHHbIX MO KOHTEKCTY ApYrux, YTO MO3BONSET MOAENU W3BNEKaTb
YCTOMYMBbIE CKPbITblE (NAaTEHTHbIE) 3aBUCUMOCTUN He3 PEeKOHCTPYKUMMU BXOAHbIX AaH-
HbIX.

MNepeyncamm OCHOBHblE NOJyYEHHbIe pe3yabTaThl.

1. MpepnoxeHa eanHas  MHOrOWKaNbHAaA NO  BpeMeHu  (MynbTu-
TanMmdperimoBan) NOCTAaHOBKA 3a4a4M ANA TPexX KaHa/0B PO3HUYHbIX AaHHbIX (Bblpyy-
Ka, YeKW, CPpeaHUM YeK) C UCNONb30BaHMEM HeAeNbHO-6a3UCHbIX NPUPALLEHUA U
OHLC-arpernpoBaHus, rae Open — ueHa oTKpbITUA, High — makcMmanbHas ueHa, Low
— MMHMManbHanA ueHa u Close — LueHa 3aKpbITUA.

2. Pa3paboTtaH metog nocTtpoeHuAa adPUHHO-UHBAPUAHTHBLIX ¢PParmMeHToB
AaHHbIX (Drummond-naTtyeit), obbeanHAOWNX MHPOPMALMIO C AHEBHOMO U ABYyXHe-
AENbHbIX FTOPU30HTOB.

3. ApantupoBaHa u agopabotaHa cxema JEPA-npepobyyeHna ans BpemMeHHbIX
PAAOB C NPOCTPAHCTBEHHO-BPEMEHHbIM MAaCKMPOBAHMEM U MO3ULMOHHBLIM KOAMPO-
BaHMEM, YYUTbIBAIOLWMM HegenbHyo gasy.

4. Ha peanbHbIX OAHHbIX BbIMONHEHO 3KCNEPUMEHTaANIbHOE CpaBHeHue npea-
JIOXKEHHOTO NoAxo4a C PAAOM CMAbHbIX 6a30BbIX MoAeien, NOKa3aBLee CTaTUCTUYe-
CKM 3HAYMMOE Y/yylleHMEe Ka4vyecTBa Ha KPATKOCPOYHbLIX FOPU30HTAX: CAeayoLni
neHb (D+1) u cnepyrowan Hegena (W+1). 3ddpeKTMBHOCTb camoobyyeHus aAna pos-
HUYHbIX NPOAAXK, TAKMM 06pa3om, Noay4ynna A4ONoAHUTENbHOE NoaTBepKAeHMe [9].
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OAHHbIE U OBO3HAYEHUA

Mcnonb3oBaHbl TPM KaHana, oTpaxawwue M3MeHeHne AUHAMMKKM 6a30Bbix
PO3HMYHbIX METPUK:

« GainVal —nameHeHwne BbIpyYKy;

o CheckCount — nameHeHue KonmMyecTBa NOKYNOK (KAaCCOBbIX YEKOB);

« ARVal —usmeHeHue cpeagHero yeka (Average Receipt Value).

Myctb Vi — Bblpy4ka B AeHb t, N; — umcno Kaccosbix yekoB u Ay = V,/N; —
cpegHuin Yyek. [lns noaaBneHMa Ce30HHOCTU NO AHAM Hegenu UCnosibayem HegenbHo-
6a3ucHble npupaweHua (WeekBasis) B BUae n0r-oTHOLEHWIA:

AVX, = log(X; + &) —log(X_n + ), raeX € {V,N,A}, e>0. (1)

Mo ymonyaHuIO B TeKCTe MoA WMMEeHaMM KaHa/soB MOHMMAeM MMEHHO 3TU
WeekBasis-npupocTbl:

GainVal, = AWV,, CheckCount, = AWN,, ARVal, = AWA,.
[na 3apau Day(t) MOXKeT MCNONb30BaTbCA AHEBHOI aHaNOr HeAebHOTO NPUPaLLLEHNA
(1):
APX, = log(X, + €) — log(X(_1 + €).

[ononHutenbHo ncnonbsyem OHLC-arpernposaHue B 3afaHHOM OKHe [a, b]:

OHLCap () = (OH,LC) = (Ya» DX Ve min y Yb>-

PaccmoTpum gBa HegenbHbIX BapuaHTa oKoH ana OHLC Hapg, npupaweHnamu
AVX:

« Week_cal: kaneHgapHasa Hepensa (NoHeAenbHUK — BOCKpeceHbe), coaep-
XawaAa t;

o Week_roll: ckonb3siuee okHo [t — 6, t] 3 7 gHe.

Ha puc. 1 nponnntoctpupoBaHo noctpoeHme OHLC ansa kaHana GainVal; aHano-
FTMYHO MOryT 6bITb nocTpoeHbl OHLC gna kaHanos CheckCount 1 ARVal.
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Puc. 1. Cxema noctpoeHua OHLC no WeekBasis-npupocTtam Bbipy4ku (GainVal).
1. METO: DRUMMOND-NATY U JEPA-NPEAOBYYEHUE
1.1. NocTpoeHune mynbtTu-raumeppernmosoro Drummond-nartua

feometpuna OpammoHaa (DG) onpegenset Habop ypoBHEM Ha OCHOBE LEH
OHLC Tpex nocnepoBaTenbHbIX BPEMEHHbIX MHTepBanoB (6apos) [6]. AnAa oKHa u3
Tpex 6apos (H;, L, C;), i € {0,1,2} (0 — Tekywmin) onpepennm 6a3osble YPOBHMU:

pivot, = (H; + L; + C;)/3,
h; = (H, + H; + H,)/3,
I3 = (Lo +L; +L3)/3
pld = (pivot, + pivot, + pivot,)/3,
rbird = (pivot, + pivot, + Cg)/3.

Ha ux ocHOBe BblMMCAMM MPOM3BOAHbIE YPOBHU, TakMe Kak et; = 2pld — 13, eb; =
2 pld — hs n ap. [6].
MaTty P, Ha KoHew, gHA t BKAtoYaeT DG-ypOBHU U Z-KOOPAWHATLI (HOpMaanso-

BaHHble 3HaYeHUA) ANA TPeX BpeMeHHbIX MacwTabos (Talim ¢ppelimos) T:
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« Day: nocneaHve Tpu gHA [t — 2,t];

o Week_cal: gBe npowble nonHble KafeHAapHble Heaenn + TeKyLwaa YacTuy-
HaA (c noHeaenbHMKa No AeHb t) (Mon...t);

o Week_roll: Tpyn cronb3awmx okHa [t—20..t—14], [t—13...t—7],
[t —6...t].

Ana obecneveHna adpGUHHOM MHBAPUAHTHOCTU MCMNONAb3yEM HOPMAN3ALMUIO
BHYTPM Kaxg0ro okHa [a, b] no High/Low ana Kaxkao KOMMNOHEHTbI j:

Zap] (X)) = , (2)

rae H; = maxte[a’b]xg), L = minte[a’b]xg).

Nemma 1 (ApdPuHHaAA MHBAPUAHTHOCTb HOpManusauuu). aa awbozo ag-
¢puHHo20 npeobpazosaHua X - ax+ b c a > 0 u 106020 okHa [a,b] sbinonHAaemca
Z[ap)(@X + b) = 7[5 1 (X).

[l0Ka3aTeNnbCTBO CeayeT HenocpeaACTBEHHO M3 onpeaeneHus (2).

MaTty TakKe oboralaeTca mexmacwTabHbIMM NPU3HAKaMK (NO3nMUMA AHEBHOIO
6apa OTHOCUTENbHO HeAeNbHbIX YPOBHEN) U KaneHAaPHbIMK MeTa-NpusHakamm (aeHb
Heaenu, NPU3HaK HesaBepLeHHOM (YacTUYHoOM) Heagenun). Bce pacyeTbl Npon3BeaeHbl

CTPOro Ha UCTOPUYECKUX AaHHbIX 6e3 yTeuku us byayuuero.
1.2. JEPA-06yueHue gna posHnuHbix OHLC-npeacraBneHum

Apxutektypa obyyeHus, npeacTtaBaAeHHada Ha puc. 2, cheayeTt npuHuunam JEPA
[7, 8] B KOHTEKCTE 3a4a4 BpemMeHHbIx paaos [10].
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B Cross-Time (predict hidden time blocks)
¥ Double-Cross (time x channels)

Puc. 2. Retail-JEPA: cxema obyyeHns u npeackasaHma gnsa MyabTUKanbHbix OHLC-
OAHHbIX.

lNoAacHeHuA K puc. 2.

PasbueHne Ha ¢parmeHTbl U nepemewmBaHue KaHanos (Patchify+Shuffle
Channels). Bxog, — MHOrokaHa/ibHble PO3HMYHbIE BpeMeHHble pAaabl dopmaTa Katero-
pua x Metpuka x OHLC x Taum ppenm.

MeTtpuku: {GainVal, CheckCount, ARVal}; OHLC: {O,H,L,C}; Tanm ¢ppenmsl: {In-
tro, Day, Week_cal, Week_roll}. NoTok pa3pe3aH Ha KomnaKTHbie DG-natum (Tpex-
H6apHble 6/10KM); KaHabl MOTYT NepemMeLLMBaTbLCA ANA PErynapmusaLmu.

Koauposwumk Habatopgaemoi yactu (Observation Encoder) fg. Hesamackupo-
BaHHana (Habnopgaeman) 4acTb naTya KOAMPYETCS KOAMPOBLLMKOM (3HKOAEPOM)
HabnoaeHua fg B CKpbITOe npeactaBneHne (naTeHT) sy. Bo Bxog, yKe 3an0xeHa DG-
Hopmanuzauma (X — PLdot) /A, uto penaet npusHakn apPUHHO-UHBAPUAHTHBIMU U
CHUMKAEeT BINSAHNE NNOKA/IbHbIX aMNAUTYA,.

EMA (3kcnoHeHUManbHoe cKonb3siwee cpegHee) -» Target Encoder f_g. Lene-
BOV KOAMPOBLUMK (TapreT-sHKogep) fg ecTb sKcrnoHeHUManbHO crnaxeHHas (EMA) Ko-
nus napameTpos fg. OH KogupyeT ckpbiTble 6/10KM (3aMaCKMPOBAHHbIE PETMOHbI NAT-
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4a) B LesieBble CKpbITble NPeACTaBAeHNA (TapreT-naTeHTbl) Sy C OCTAaHOBKOM rpaAmneH-
Ta. 310 cTabunmsmpyet uenesble NpeacTaBAEHUA UM NPeAOTBPALLAET BblIPOXKAEHME
npeacrtasaeHuit (Konnanc).

Mo3suumnoHHoe obycnosausaHue (Positional Conditioning). K nateHTty s, pgo-
6aBnaloTCA NO3UUMOHHbIE Npu3Haku: (a) Temporal — geHb Hepenn (DOW), cu-
Hyc/KocuHyc-Bpema, ¢nar partial-week (HenonHas Hegena obpesaHa Ha Tekywem
AHe t); (6) Retail Gradient Positioning — BeKTopHble npeactaBneHnsa (ambeaanHrn)
CTPYKTYPHbIX Ocelt (KaTeropusa ToBapa, TMn meTpukn, OHLC-KaHan, TMn Tanmdperima,
Week_cal vs Week_roll). 9Tn npusHaku coobuwator moaenu dasy Hegenn (Hanpumep,
nNAaTHMUA/cybb0oTa NMK cNpoca) N KOHTEKCT Tam dperima.

Mpepackasbisatowme ronosbl/moaynm (Predictors) gg4. Hebonbwme nporHosm-
pytowme (NpeauKTopHbie) ronosbl gg, (ViT/MLP-6n10KkK) no obbeauHeHHOMY npea-
CTaB/IEHMIO CTPOAT OLLEHKWN NaTEHTOB CKPbITbIX Uenei: Target A: aHeBHOM 610K Day(t);
Target B: Week_cal (kaneHpapHas Hegens Mon...t, obpe3aHHan Ha TeKyllem AHe);
Target C: Week_roll (ckonb3swee okHO t—6...t). Bbixogpl 0603HaueHbl Kak Sy.

MpeacKasaHHble cKpbiTble NpeactaBneHusn uenen (Predicted Target Latents).
Sy — NpeAcKasaHHble NaTeHTHbIe NPeACTaBAeHNA LeneBblX (CKpbiTbix) 610K0B B NPO-

cTpaHcTBe fg. Mbl BOCCTaHaBAMBAEM HaMpPAMYIO He CamMy PAAbl, @ WX NATeHTbl, 4TO
noAyepKMBaeT CTPYKTYPY 3aBUCUMOCTEN «AeHb <> Heaena» 1 yaydlaeT nepeHocu-
MOCTb MPU3HAKOB K ronoBam nporHo3a D+1/W+1.

MpocTpaHcTBEHHO-BpEeMeHHOe CKpbiTUe (Spatiotemporal Masking). Mpume-
HAEM KOMOUHMPOBAHHYIO MacKy 6e3 aocTtyna K byayuiemy:

o Cross-Channel — ckpbiBaem Habop KaHanoB (Hanpumep, BCe KaHa/bl
Week_cal unm yactb OHLC/meTpuK);

B Cross-Time — CKpblBaem LLe/IMKOM BpeMeHHoM 610K (Hanpumep, Becb A€eHb t);

y Double-Cross — ogHOBpeMeHHOEe CKpbITUE MO BPEeMEHU M KaHanam (Hanpu-
mep, Day(t)+Week_cal).

Ona Week_cal 6epem Tonbko gaHHble Mon...t; gna Week_roll — ctporo okHO
t—6...t, T. e. ”THPopMmauUA 13 ByayLMX AHEN HE NCNONb3YETCA.

dyHKuma notepb JEPA (JEPA Loss). ObyyeHune naet no L2-pacxorkaeHuto mex-

AY NpefcKkasaHHbIMW W TapreT-nateHTamu: Lygpy = Yo 11 5§ — s 2. NapameTpsl fq
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06HOBAAIOTCA TONbKO Yepe3 EMA, a He Hanpsamylo rpagMeHToOM, YTO CTabunmsmpyer
LLeneBoe NPoCTPaHCTBO.

Myctb P, = {pgk)}{f:l — Habop natyen BOKpPYr momeHTa t. MpmeHum ABomy-

M
Hyto macky M C {1, ..., K}, pasgenatowyto P; Ha KoHTeKcT (Habntogaemyto 4acTb) Pt\
M TapreT (3amackupoBaHHyto yactb) PM.

KoHTeKCTHbIN 3HKoaep fg npeobpasyer Habnogaemyto 4YacTb B NaTEHTHOe

M y . o
npeacraBieHne Sy = fe(Pt\ ) LleneBoli aHKoaep fy, ABNAOWMIACA SKCNOHEHUMANb-

Ho crnaxkeHHon (EMA) Konuewn fg, obpabaTtbiBaeT MCXOAHbIN, HE3aMaCKMPOBaHHbIN
naty P, 1 u3BneKkaeT 3TasloHHbIe NPeACTaBeHUA Sy = fg (PM) nna Tex ero yacreit, ko-
TOopble B ZaHHOM Npumepe obyyeHUA COOTBETCTBYIOT Macke M u Tanm dpenmy T. Npa-
AVeHT yepes fy He nponyckaetca (stop-gradient).

MpeaukTop g4, NONyYasn Ha BXOA Sy M NO3ULMOHHbIE NMPU3HAKKM (AeHb Heaenn,
TMN Tanm dpelima), NpeacKkasbiBaeT NaTEHTbI LEeNeBbIX NaTyen: ’§§ = gq,(sx, T).

LeneBas ¢pyHKUMA 0O6yYeHNA — 3TO MUMHUMM3AUMA L2-paccToAaHmA mexay npea-
CKa3aHHbIMW M 3TaJIOHHbIMU CKPbITbIMWU NPEeACTaBAEHMAMM (NAaTEHTHbIMU BEKTOPaA-

MU):

Liepa(8,0) = E[Il go(fo(P™)) — sg(fo(B™)) 131,

rae PM o603Hauaet yactb McxonHOro gpparmenTa gaHHbIX (NaTtya), COOTBETCTBYIOLLYIO
cXxeme MacKknpoBaHuA M (KaKkue 4acTu BXOAa CKPbIBAOTCA), MaTeEMATUYECKOE OXKMAaA-
Hue 6epem no t, mackam M n Becam w,.

B cooTtBeTcTBMM C TeopuMen ONTUMANbHOrO NPOrHO3MPOBAHMUSA, 3TO ONTUMA/b-
HbIA NPEAUKTOP B TAKOM CLEHAPUN CTPEMUTCA K YCIOBHOMY MaTEMATUUYECKOMY OXKMK-

AAHUIO UenesbiX NpescTaBNeHNI NPU JAHHOM KOHTEKCTE.
2. OKCNEPUMEHTDI
2.1. laHHbIE M HAaCTPOIKa 3IKCNepuMeHTa

JKCNepUMeHTbl NPOBOAMANCE HA PeaNbHbIX AAHHbIX PO3HMYHOM CETM 33 Nepu-
o4 ¢ 2020 no 2025 r. bblan ncnonb3oBaHbl AAaHHbIE NO ABYM TOBAapPHbIM KaTeropmam:
nueo (Beer) n yaii/kode/kakao (TeaCoffeeCocoa). MporHo3 cTponsca Ana Tpex KaHa-
no.: GainVal, CheckCount, ARVal. Bbibopka 6bina pasaeneHa Ha obyyatoutyto (2020—
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2024), nposepoyHyto (I kBaptan 2025 r.) n tectosyto (Il KBaptan 2025 r.) yactu
c cobntopeHnem BpeMeHHOro NopAAKa.

2.2. fletanu peanmsauyum

JHKoaep fg M npeamnkTop gy BbIIM peannsoBaHbl Ha OCHOBE TPAHCHOPMEPHOK
apXUTEKTYpbl € 4 cnoAmn, 8 «ronoBamm» MexaHM3Ma BHMUMaHWA (NapannenbHbiMU
KaHanamu attention) n pasmepHOCTbIO CKPbITOro coctoaHusa 256. PasmepHocTb na-
TEHTHOro npeAacrasneHna s = 128. BepoAaTHOCTb mackmuposBaHunA natya — 30%. Koad-
duument EMA (8) ana uenesoro sHkogepa — 0.99. ObyyeHne NpoBOANAOCH ONTUMM-
3aTopom AdamW co ckopocTbio obyyeHus (learning rate) 10* n pasamepom MUHK-
naketa AaHHbiX (6aTtya) 128 B TeyeHme 100 anox. MNpenobyyeHune JEPA 3aHsno npu-
6nunsatenbHo ABa AHA Ha rpadpuyeckom yckoputene GPU NVIDIA V100. NMocne
npefobyyeHnsa K naTeHTHbIM npeacTtaBneHMam [06aBnAANMCL NPOCTble BbIXOAHbIE
C/oM, OLEeHUBalOLWMe pacnpeseneHme byaywmnx 3Ha4eHnn (gBa NONHOCBA3HbIX CN0A),
M moaenb oobyyanacb Ha 3a4a4e NPOrHO3MpPOBaHMUA.

2.3. Mogenu n metpuku

MpeanoxeHHbIn meTop, (JEPA+Heads) cpaBHmuBanca co cneayowmmm 6sn3nai-
Hamu:

« SeasonalNaive: HaMBHbIM NPOrHO3 C HeAEeNbHOM CE30HHOCTbIO;

« Ridge/LightGBM: nuHeliHaa moaenb U rpagneHTHoe ycuneHue (6ycTuHr)
Ha Tab/IMYHbIX NPU3HaAKaXx, Nexallme B OCHOBE COBPEMEHHbIX aHCaMb1eBbIX pPeLleHn
[11];

« N-BEATS/N-HiTS: coBpeMeHHble HelpoceTeBble MOAENN ANA NPOrHO3UPO-
BaHWA BpeMeHHbIX paaos [4];

e TFT: Temporal Fusion Transformer [5].

C uenblo OUEHKN BKNaaoB KomnoHeHToB (ablation study) 6binn Takke npoTte-
CTUPOBAHbI:

o LightGBM (DG-npu3Haku): LightGBM, oby4yeHHbIN Ha CKOHCTPYMPOBAHHbIX
Drummond-naTyax;

e« TFT (DG-npu3sHaku): mogenb TFT, obydyeHHaa Ha Tex e natyax c DG-
npu3HakKaMu cKBO3HbIM obpa3om (end-to-end);
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« JEPA+Heads (Raw Features): Haw meToa, HO Ha CbIPbIX HeAebHbIX Npupa-
weHmnax 6es DG-06paboTKM.

Llenamn nporHo3npoBaHuma 6binun:

e D+1:nporHo3 gHeBHOro npupaLLeHms ADX(t+1);

e W+1: nporHo3 OHLC no AWVX Ha cneaylowen Heagene.

Mcnonb3oBanucb cneayowme METPUKNU: CUMMETPUYHAA cpeaHaa abcontoTHan
npoueHTHas owwunbka (SMAPE), cpeaHsa abcontoTHaa macwTabupoBaHHaA OLWMOKa
(MASE), Ans OUeHKU CTaTUCTUYECKOM 3HAYMMOCTU PasnMyMin npumeHancs Tect Ou-
6onga — MapwuaHo [12].

2.4. Pe3ynbTtatbl U ux obcyxpeHue

OCHOBHbIe pe3ynbTaTbl, yCpeAHEeHHbIe MO BCEM KaHanam M KaTeropusam, npea-
cTaBneHbl B Tabn. 1.

Tabn. 1. OcHoBHble pe3ynbTaTthl Ha GainVal/CheckCount/ARVal: ycpeaHeHHble owmnb-

KM (MeHbLle — nyywe).

sMAPE sMAPE MASE MASE

Mopenb
(D+1) (W+1) (D+1) (W+1)
SeasonalNaive 21.8 24.9 1.00 1.00
Ridge / LightGBM 19.6 22.3 0.92 0.95
N-BEATS / N-HiTS 18.0 20.5 0.86 0.90
TFT 17.2 19.9 0.84 0.88

JEPA+Heads
14.9 17.6 0.76 0.82

(npepn.)

MpepnoxxeHHbih meTtoa JEPA+Heads noKkasan Hamaydwune pesyabTaTbl MO BCEM
MeTPUKaM Ha 06OMX rOPU3OHTaX MPOrHOo3a. Y/AydleHUe Mo CPABHEHMIO C /yYLMM

n3 6ammsnanmHoB (TFT) coctaBuno okono 13% no sMAPE Ha ropusoHTe D+1 u 11%
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Ha ropu3oHTe W+1. Pe3ynbTtathl Tecta Aubonga — MapmaHo NnoaTBepAnAM CTAaTUCTU-
YECKYH 3HAYMMOCTb yay4lleHun (3HayeHue p-value npotms mogenu TFT coctaBuio
0.003 gna D+1 n 0.007 ansa W+1). AHanms pa3bumBKK pe3ynbTaToB NO OTAE/IbHbIM Ka-
HaNam M KaTeropuam MoKasaa COrnacoBaHHble YAYYLWEHMA, C MAaKCUMA/IbHbIM BbIUr-
pblllem Ha KaHane GainVal (15.2% Ha D+1).

PesynbTaThbl ablation study (Tabn. 2) noKasbiBalOT BK/a4 KaXKA0ro KOMMNOHEHTa
meToaa. LightGBM Ha DG-npu3HaKax y»Ke A4eMOHCTpUpPYeT yaydweHune Hag LightGBM
Ha CbIpbIX AAHHbIX, YTO NOATBEPXKAAET NOoNe3HOCTb camux Drummond-natyen. TFT,
oby4yeHHas Ha DG-npu3HaKax, NoKa3blBaeT pe3ynbTaT, 6N3KNIM K opurMHanbHom TFT,
YTO FOBOPUT O C/AOXKHOCTM  MPAMOro  WUCNONb30BAaHMA  3TUX  MNPU3HAKOB
6e3 cneymanbHoro npeaobyyeHuna. Haw meton 6e3 DG-npmusHakos (JEPA+Heads (Raw
Features)) yctynaeT nonHon mogenun, HO Bce *Ke npesocxoant TFT, 4To AOKa3bIiBaeT
apdeKktmBHocTb JEPA-npepnobyyenuna. Hamnyywmin pesynbTaT AOCTUraeTca TONbKO
NP COBMECTHOM Ucnonb3oBaHMn DG-npmnsHakos u JEPA-npepobyyeHuns.

Tabn. 2. UccnepoBaHme metoaom abnaumm: sMAPE Ha ropusoHTe D+1 (ycpegHeHo).

Mogenb SMAPE (D+1)
LightGBM (Raw Features) 19.6
LightGBM (DG-npu3Haku) 18.1
TFT (Raw Features) 17.2
TFT (DG-npu3HaKku) 17.4
JEPA+Heads (Raw Features) 16.0
JEPA+Heads (DG-npu3HaKu, NoNHbIA meToA) 14.9

3¢dPEKTUBHOCTb NpeaNoKeHHOro metoaa obbsacHAeTcA coyeTaHnem apPUHHO-
MHBapMaHTHbIX DG-NPM3HAKOB, KOTOpPbIE YCTOMUYMBbLI K M3MEHEHMAM MacliTaba paaa,
n JEPA-npenobyyeHns, Kotopoe MNo3BOAAET U3BAEKAaTb MHGOPMATMBHbIE MpeacTaB-

NeHnAa, cornacoBaHHble meXxXXay pa3/1IM4YHbIMU BPpEMEHHbIMU TOPU3OHTAMMN.
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3AKTHOYEHUE

MNpeacTtaBneH meTod NPOrHO3MPOBAHMA PO3HUYHbIX BPEMEHHbIX PAAOB, coYe-
TAlOLWKUM NOCTPOoeHMnEe MybTU-TanmPpelrimoBbix Drummond-naTtyen u self-supervised
npepobyyeHne no cxeme JEPA, Korga uenesble curHanbl GOPMUPYIOTCA aBTOMATHYE-
CKM U3 UCXOAHbIX AaHHbIX. KntoueBbiMM 0COBEHHOCTAMKU MeToda ABAATCA aPpPUHHO-
WHBApWaHTHaA HOPManM3auma NPU3HAKOB, NPOCTPAHCTBEHHO-BPEMEHHOE MACKMPO-
BaHMe NaT4yen n ncnosb3oBaHme EMA-TapreT sHKoaepa 4na ctabunmsaumm obyvyeHus.

JKCNepUMEHTbI Ha peasibHbIX AAHHbIX NMOKa3aau, YTo NPeasIoKeHHbI noaxoa,
CTaTUCTUYECKM 3HAUYMMO NPEBOCXOAUT CU/bHblE B3M3NaMHbI HA TOPU30OHTaX NPOrHoO3a
D+1 u W+1. UccnepgoBaHne meTtogom abnaumm nNoATBEpPAMNIO BaXKHOCTb KaxKAoro
KOMMNOHEHTa meToaa. [onyyeHHble pe3ynbTaTbl CBUAETENIbCTBYIOT O MNEPCNEKTUBHO-
CTM MeToZa A/1A NPAKTUYECKOro NPMMeEHEHUA B 3a4a4aX ONepaunoHHOro Na1aHMpoBa-
HMA B PO3HWUYHOM TOProse.

OCHOBHbIMW OrpaHUYeHUAMM pPaboTbl ABAAKOTCA NOKANbHOCTb TpexbapHoro
aHanmsa DG, 3aBUCMMOCTb OT CXeMbl MAaCKMPOBAHWUA U OTCYTCTBME y4yeTa BHELUHWUX
daKTopoB (Npa3aHuKK, akuumn). NMepcnekTUBHbIMM HaNpPaBAEHUAMWU Aa/IbHEMLLNX UC-
CNnefoBaHUIA ABNAKOTCA MHTErpauMa BHELWHUX NPM3HAKoB, pa3paboTka bonee cnox-
HbIX CTpATErM MacKMpPOBaHUA M MaclwTabupoBaHMe metToaa Ha bosbliee Yncno To-
BapPHbIX KaTeropui.
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Abstract

We propose a method for constructing scale-invariant representations of retail
revenue time series based on three-bar Drummond Geometry (DG) computed over
three adjacent periods, extended with a multi-timeframe context (day, partial calen-
dar week, and a rolling 7-day window). Self-supervised pre-training on these “patch-
es” is performed using a Joint-Embedding Predictive Architecture (JEPA) with spatio-
temporal masking, followed by fine-tuning with output heads that quantify predictive
uncertainty for next-day and next-week forecasts. The work analyzes the properties
of affine invariance of the features and the identifiability of the weekly phase; empiri-

cal improvement over strong baseline models on real-world data is demonstrated.

Keywords: Drummond Geometry, Joint-Embedding Predictive Architecture
(JEPA), time series, Open-High-Low-Close (OHLC), retail, short-term forecasting, self-

supervised learning.
REFERENCES

1. Fildes R., Ma S., Kolassa S. Retail forecasting: Research and practice // In-
ternational Journal of Forecasting. 2022. Vol. 38, No. 4. P. 1283-1318.
https://doi.org/10.1016/j.ijforecast.2019.06.004

364


mailto:kafedra-ipm@mail.ru,

SnekmpoHHble 6ubnuomeku. 2026. T. 29. Ne 1

2. Lim B., Arik S.0., Loeff N., Pfister T. Temporal Fusion Transformers for in-
terpretable multi-horizon time series forecasting // International Journal of Forecast-
ing. 2021. Vol. 37, No. 4. P. 1748-1764.
https://doi.org/10.1016/j.ijforecast.2021.03.012

3. Hyndman R.J., Athanasopoulos G. Forecasting: Principles and Practice.
2nd ed. Melbourne: OTexts, 2018. 380 p. Cited pp.: 183-220, 221-274, 347-368.

4, Oreshkin B.N., Carpov D., Chapados N., Bengio Y. N-BEATS: Neural basis
expansion analysis for interpretable time series forecasting // arXiv preprint
arXiv:1905.10437. 2019. https://doi.org/10.48550/arXiv.1905.10437; Challu C. et al.
NHITS: Neural hierarchical interpolation for time series forecasting // Proceedings of
the AAAI Conference on Artificial Intelligence. 2023. Vol. 37, No. 6. P. 6989-6997.
https://doi.org/10.1609/aaai.v37i6.25854

5. Yue Zh. et al. TS2Vec: Towards Universal Representation of Time Series //
Proceedings of the AAAI Conference on Artificial Intelligence. 2022. Vol. 36, No. 8.
P. 8980—-8987. https://doi.org/10.1609/aaai.v36i8.20881

6. Hearne T. Drummond Geometry: Picking Yearly Highs and Lows in Inter-
bank Forex Trading // Breakthroughs in Technical Analysis: New Thinking from the
World’s Top Minds / ed. by D. Keller. Princeton: Bloomberg Press, 2007. P. 1-19.
https://doi.org/10.1002/9781119204749.ch1

7. Dawid A., LeCun Y. Introduction to Latent Variable Energy-Based Models:
A Path Towards Autonomous Machine Intelligence // Journal of Statistical Mechanics:
Theory and Experiment. 2024. No. 10. Art. 104011.
https://doi.org/10.1088/1742-5468/ad292b (arXiv:2306.02572).

8. Assran M. et al. Self-supervised learning from images with a joint-
embedding predictive architecture // Proceedings of the IEEE/CVF Conference on
Computer Vision and Pattern Recognition (CVPR). 2023. P. 15619-15629.
https://doi.org/10.1109/CVPR52729.2023.01499

9. Park Y.J. et al. A scalable and transferable time series prediction frame-
work for demand forecasting. 2024. arXiv preprint arXiv:2402.19402.
https://doi.org/10.48550/arXiv.2402.19402

365



Russian Digital Libraries Journal. 2026. V. 29. No. 1

10. Ragab M., Liu Q., Jia W., Chen M., Yun U. Self-Supervised Learning for
Time Series Analysis: Taxonomy, Progress, and Prospects // IEEE Transactions on Pat-
tern Analysis and Machine Intelligence. 2024. Vol. 46, No. 10. P. 6775-6794.
https://doi.org/10.1109/TPAMI.2024.3387317

11. Voloshin T.A., Zaitsev K.S., Dunaev M.E. Primenenie adaptivnhykh ansam-
blei metodov mashinnogo obucheniya k zadache prognozirovaniya vremennykh rya-
dov [Application of adaptive ensembles of machine learning methods to the problem
of time series forecasting] // International Journal of Open Information Technologies.
2023. Vol. 11, No. 8. P. 57-63.

12. Diebold F.X., Mariano R.S. Comparing Predictive Accuracy // Journal of
Business & Economic Statistics. 1995. Vol. 13, No. 3. P. 253-263.
https://doi.org/10.1080/07350015.1995.10524599

366



SnekmpoHHble 6ubnuomeku. 2026. T. 29. Ne 1

CBEAEHUA Ob ABTOPAX

CU30B AnecaHOp CemeHOBUY — LOKTOP TEXHMYECKUX HAYK,
npodeccop, npodeccop Kadbeapbl «llporpammHan MUHKeHepua»,
HOro-3anagHblii rocy4apCTBEHHbIN YHUBEPCUTET.

Alexander Semenovich SIZOV — Doctor of technical sciences.
(Engineering), Professor, Professor at the Software Engineering De-
partment, Southwest State University.

email: kafedra-ipm@mail.ru

ORCID: 0000-0001-8110-9929

XA/INH OPUU AneKkceesuy — Ka HOMOAT TEXHUYECKUX HayK, 00-
LEHT, AoUeHT Kadeapbl «MporpammHan UHxeHepua», KOro-3anagHolv
rocyAapCTBEHHbIN YHUBEPCUTET.

Yuri Alekseevich KHALIN — Cand. of Sci. (Engineering), Associate
Professor, Associate Professor at the Software Engineering Depart-
ment, Southwest State University.

email: yur-khalin@yandex.ru

ORCID: 0000-0002-7020-8515

BEJIbIX Apmem AnekcaHdpoeuy — acnupaHT, KOro-3anagHoii
rocyapCTBEHHbI YHUBEPCUTET.

Artem Aleksandrovich BELYKH — Postgraduate Student, South-
west State University.

email: belykhartem.a@mail.ru

ORCID: 0009-0005-7408-0052

Mamepuan nocmynun 8 pedakyuto 18 dekabpa 2025 2o0a

367


mailto:kafedra-ipm@mail.ru
mailto:yur-khalin@yandex.ru
mailto:belykhartem.a@mail.ru

