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AHHOMayusa

Ncnonb3osaHme mogeneit Vision Transformer (ViT) B peanbHON MeaULUHCKON
NpaKTUKe, Hanpumep B 60AbHULAX WAN  AMATHOCTUYECKUX LEHTPax, 4acTo
3aTpyAHEHO, NOTOMY YTO Ha paboumx KomMmbloTepax Bpayden 0OblMHO HET MOLLHbIX
rpapuyecknx npoueccopos (GPU), a wvmelowmeca BblMUCAUTENbHbIE pPeECYPCHI
OorpaHuyeHbl. B HactoAweln paboTte paccMOTPeH MNOAHbIA MNyTb MNPAKTUYECKOM
peanusaumm Moaenn Ha atane npumeHeHua (pipeline nHbepeHca), HanpaBAEHHbIN
Ha CHU)KEHWE BbIYMUCIUTENbHbIX 3aTpaT 6e3 cyLecTBeHHOM NOTEPU KayecTBa.

MpeanoxeHHbI noaxos O6beAMHAET HECKOJIbKO METoA0B ONTUMMU3AUUMW.
Bo-nepBbIx, ucnonb3oBaHa guctuanaumna 3HaHun (knowledge distillation) — meTtog,
06y4yeHMA, NPM KOTOPOM KOMMAKTHaA MoAe/lb KoNupyeT noseaeHne 6onee KpynHo
M TOYHOM  Mopgenun-yumtena. Bo-BTOpbIX, MNPUMMEHEHO  3KCMOHEHLUMaNbHOE
ckonb3suee cpeaHee (Exponential Moving Average, EMA) BecoB, nossosstollee
cTabunusmposatb 0byyeHMe W NOBbICUTb 00606LWLAOLWY0 CNOCOOHOCTL MoAeNM.
B-TpeTbux, uccnegoBaHa MNOCTTPEHUPOBOYHAA KBaHTM3aUMA A0 UENOYUC/IEHHOTO
dopmaTta INT8 (post-training quantization, PTQ), HanpaBneHHas Ha yMeHblUeHUe
pasmepa MOLENM U YyCKopeHue WHbepeHca. [OnonHUTENbHO pPACCMOTPEH
YNPOLWEHHbIN BapWMaHT KBaHTM3aUMM COBMECTHO C obydyeHuem (QAT-lite),
npu KOTopoM  3PPeKTbl  KBAHTM3ALMM  YACTMYHO  YYWUTbIBAlOTCA BO  Bpems
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AoobyyeHna mogenu.

JKCNepMMeHTbI nposeaeHbl Ha fatacete ISIC, cofeprkalem
AEPMATOCKONMYECKne M30bparKeHna KOXKHbIX HOBOOBpa3oBaHMN. OueHKa KadecTBa
Mogenen BKAKYAET CTaHZAPTHble METPUKM KnaccuduKaumm: TOYHOCTb (accuracy),
MakpoycpeaHeHHyto Fl-mepy w© nnowaab noa ROC-kpuson (ROC-AUC).
MpoaHanuU3npoBaHbl XapaKTEPUCTUKMU MPOU3BOAUTE/IBHOCTU HA LEHTPa/bHOM
npoueccope (CPU), BkAtouyaa 3a4eprkKy MHpepeHca, NPOMNYCKHYK ChocobHOCTD,
notpebneHne NaMATU N UTOTOBLIN pasmep MOAENN.

lNonyyeHHble pe3ynbTaTbl MNOKas3asM, YTO NOCTTPeHMpoBo4yHaa INTS-
KBAaHTM3aUMA NO3BONAET COXPaHUTb KavyecTBo, 6an3Koe K mogenun B popmate FP32,
NPW CyLLECTBEHHOM CHUXXeHUM TpeboBaHMM K NaMATU WU BbIYUCAUTENbHBIM
pecypcam. B 1o e Bpema ucnonbsoaHme QAT-lite He 4eMOHCTPUpPYET YCTOMUYMBbBIX
N BOCMPOM3BOANMbIX YYYLLEHUIM NO CpaBHeHMO ¢ PTQ.

Knroueesble cnoea: BusyanoHoeili mpaHcgopmep (ViT), ducmunnayusa 3HaHU,
3KCMOHEHYUANbHAsA  CKONb3Awasa  cpedHAs  (EMA), nocmmpeHupo8o4Has
KeaHmMu3auyus, oby4yeHue ¢ y4emom K8aHMOBAHUS.

BBEAEHUE

BusyanbHble TpaHchopmepsl (Vision Transformers, ViT) noKa3biBaloT BbICOKME
pe3ynbTaTthl B 33aJa4aX KOMMbIOTEPHOrO 3peHuA, BKAYAA aHaNM3 MeaULMNHCKUX
n3obpaxeHnin. OgHaKO MX NPaAKTUYECKOEe UCMOIb30BaHUE B KIMHUYECKUX YCNOBUAX
OCTaeTca orpaHuMyYyeHHbIM. OCHOBHaA MPUYMHA 3STOFO 3aK/NHOYAETCA B BbICOKOM
BbIYMCANTENbHOM HArpyske, ocobeHHO npu paboTe Ha CTaHZAPTHbLIX LLEHTPANbHbIX
npoueccopax (CPU), KoTopble WMPOKO UCMO/b3YHTCA B MEANULIMHCKUX YUPEXKAEHUSAX.

B pabote paccmoTpeH npakTUYecKUit noaxond, K npumeHeHuto ViT
B MEAULMHCKON BM3yann3aumMn MNpU OrpPaHUYEHHbIX BbIYMUC/IUTENbHbIX pPecypcax.
NccnepoBaH ONTUMM3AUMOHHBIM  MaWnaaMH, HanpaBAE€HHbIW Ha YMEHbLUeHue
pasmepa MoOAenn uyckopeHue uHdpepeHca 6e3 3amMeTHOro yxyglleHua KadyecTsa.
B KauecTBe OCHOBHOro MeTOAA MCMNONAb30BaHa AucTUAnAuMa 3HaHui (knowledge
distillation), npn KoTopoit KomnakTHaa mopgenb oby4yaeTcA Ha OCHOBE BbIXOAO0B
bonee KpynHouM M TouyHOM Mmogenu. Ona crabunmsaumm obyyeHMs NPUMEHEHO
3KCNoOHeHUManbHoOe CcKonb3Auwee cpeaHee (Exponential Moving Average, EMA)

BeCOB. ﬂ,OI’IOJ’IHVITeJ'IbHO MCNoJZ1b30BaHa NOCTTPEHNPOBOYHAA KBAHTU3aLUKNA
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A0 uenouncneHHoro popmata INT8, no3sonAwwan cHU3UTL TpeboBaHUA K NamaATu
N COKpaTUTb Bpema 06paboTKu N306parkeHun.

MpeactaBneHa nocnepoBaTeNlbHaa OLEHKA 3TUX METOAO0B B KOHTEKCTe
MegUUMHCKMX 3aaay. OCHOBHOe BHMMaHWe yaeneHo HanaHcy mexay TOYHOCTbHO
KnaccuduKaumm M BblUNCAUTENBHOM 3PDEKTUBHOCTbIO Mogenen npu BbINOJAHEHUM
nHdepeHca Ha CPU.

3a nocnegHue rogbl ViT-mogenn CTann WMPOKO MNPUMEHATbCA B aHanuse
MeOUUMHCKUX M306parkeHnit. O63opHble paboTbl MOKasasn, YTO MO CPABHEHMUIO
CO CBEPTOYHbIMMU  HEMPOHHbIMW CETAMM TaKMe MOLENM JNiyylle YyYMTbIBaloT
rnob6anbHbIN KOHTEKCT M3006paXKeHus, YTO BaXKHO ANA MeAUUMHCKMUX AaHHbIX [1, 2].
MpumeHeHMa ViT B ructonatosiorMm paccmoTpeHa B [3], rae Takxke obcCyKAaeHbl
cywecTsylowme  orpaHmyeHusa. bonee  obwue  0630pbl  UCMNOSIb30BAHMA
TpaHchOpMEPOB B MEAULMHCKON BU3yanusauum npeacrasneHsl B [4, 5]. PaboTbl,
NOCBAILLEHHbIE CEermMeHTauun, NoAYEepPKMBAOT POAb TpaHCHOPMEpPOB B TOYHOM
aHanun3e CTPYKTYpP M rpaHuUL, Ha MegUUMHCKUX n3obparkeHuax [6].

OCHOBHbIM OrpaHuyeHnem ana npumeHeHusa ViT B KAMHMYECKUX 3afaudax
MeOULUMHCKON BM3yanM3aLMM OCTAETCA MX BbICOKAA BblMMCAUTENIbHAA CTOMMOCTb.
OaoHO W3 HanpaBAEeHUW UCCNeaoBaHUM CBAA3aHO C pa3paboTkom obneryeHHbIx
apxuteKktyp [7]. OgHaKO Ha NpaKTUKE Yalle MCNOb3YOT MEeTOAbl CXATUA YXKe
obyyeHHbIX Mogenen. K TakMm mMeTogam OTHOCMTCA KBaHTM3aUMA, KoTopas
NO3BONAET YMEHbWMUTb 06bem NamATM U YCKOPUTb BbluMcaeHua [8—11].
0O606ueHHbIM 0630p MeToA0B CXKaTUA NpeacTasaeH B [12].

OncTnnaumna 3HaHUM ABNAETCA ewe O4HUM PACNpPOCTPAHEHHbIM NOAXOA0M
K YMEHbLUEHUIO pasmepa Mogenem Mnpu COXPaHEHUW NPUEMIIEMON TOYHOCTW.
B knaccmueckoit paboTte XmHTOHa M coaBTopoB [13] 6b110 NOKa3aHO, YTO KOMMNAKTHAA
Mmogenb MmoxeT 3PPeKTMBHO 06yyaTbCA Ha Bbixodax bonee CNOXKHOM moaenmu.
B panbHerwem 3TOT noaxond Obln pacwmpeH M aAanTUpPOBaH ANA Pa3/INYHbBIX
cueHapueB, BKAOYaA MeaAnUMHCKKe 3agaum [14-17].

B uenom npoBogumble uccnegoBaHua B obnactM  MeaUUMHCKOM
BM3yanM3aLMN pa3BUBAOTCA B ABYX HanpaB/eHUAX: co3gaHMe 6onee KOMMNAKTHbIX
aPXUTEKTYP W NPUMEHEHME METOAO0B CXaTuAa ANA  aganTaumm  Moaenemn
K OrPaHUYEHHbIM BblYMCAUTENBbHBIM YCNOBUAM. HacToAwaa paboTta obbegmnHAeT 3Tu

noaxodbl W OUEHMBAET COBMECTHOE WCMO/b30BaHME AUCTUANALUN  3HAHUN,
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9KCNOHEHUMANbHOro cKonb3awero cpegHero secos U INT8-kBaHTM3auun ana ViT-
Mmoaenemn, npeaHasHavyeHHbIx Ansa nHpepeHca Ha CPU.

METOAbI

[na nonyvyeHmMa KOMMAKTHOW, HO MPWU 3TOM TOYHOM MOZENAN Mbl UCMONb3yeM
ANCTUANALMIO 3HaAHMIW. B pamkax 3Toro noaxoga MeHblada HeMpOoHHaa ceTb,
Ha3blBaeMana MOAENbIO-CTYAEHTOM, 0by4YaeTca ¢ ONopon Ha Bbixoabl 6onee KpynHom
N npeaBaputenbHo obydyeHHOW Mogenn-yumtena. OCHOBHAA MAea 3aKatoYaeTcs
B TOM, YTO MOAENb-y4YUTeNb nepenaeT MOAENN-CTYAEHTY He TO/NbKO MNpaBUbHblE
OTBEeTbl, HO U H6onee 6oraTyto MHPOPMALMIO O CTPYKType 3a4auu, coaeprKallytocs
B pacnpeaeneHnn BbIXogHbIX BEPOATHOCTEMN.

Ob6yueHue MOAENU-CTYAEeHTa NnpoBOAUTCS C MCNONIb30BaHNEM
KOMBUMHUPOBaHHOM GYHKUMM noTepb. C 04HOM CTOPOHDI, NCNONb3YyeTcA CTaHAapTHanA
bYHKUMA KPOCC-3HTPOMNUM, KOTOPAs U3MepPAET COOTBETCTBME NpeAcKasaHUii Moaenm-
CTYAEHTA UCTUHHbIM MeTKam KnaccoB. C apyroit cTopoHbl, aobasnsetca GyHKUUSA
noTepb AUCTUANALMMU, KOTOPas NOOLLPSET CoBMageHue pacnpeneneHus BbiXO4O0B
MOAENN-CTyAeHTa C pacnpeneneHnem BbIXOAOB Moaenu-yuntens. Takoe coyeTaHue
NO3BO/IAET COXPAHWUTb BbICOKYIO TOYHOCTb AaKe MpPU CyL,eCTBEHHOM YMEHbLUEeHUU
pa3mepa Moaenu.

KomburHupoBaHHaa pyHKUMA NOTEPb MMEET CAeayowmn BUA;

LKD = (1 — a)CE(z,y) +aTzKL(softmax(%ﬂ|softmax (%))

rae z; W zZg 0603HAYalT  NOrUTbl  MOAEAU-YYUTENA U MOAENU-CTYAEHTA
COOTBETCTBEHHO, ¥ — UCTUHHblE MeTKM Knaccos, CE(-) — ¢pyHKUMA Kpocc-aHTpoNuUK,
KL(:lI-) — pauBepreHuma Kynbbaka—/lenbnepa, T — TemnepaTypHbiA NapameTp,
CrnaXKmMBaloWniM pacnpegeneHme BepostHocTer, a € [0,1] — KoadpdpumumeHrT,
onpeaenAloWmnn banaHc mexay BKAaAOM CTaHAAPTHOM GYHKLUMM NOTEPb U NOTEpb
ANCTUANALNN.

JKCNOHEHLUMaNbHOE CKONb3ALllee cpeaHee BeCOoB

[na nosblweHna ycTonuymsoctM obydyeHmMa U ynydweHma obobuwatowei
cnocobHOCTM Mogenu NPUMEHUM 3SKCMOHEHLMANbHOE CKOMb3fALLEe CcpeaHee
(Exponential Moving Average, EMA) BecoB. BMecTo MCMNo/b30BaHUA MIHOBEHHbIX
3Ha4yeHUM napameTpos moaenn, EMA nogpepKmBaeT Crna*KeHHy BEPCUMIO BECOB,
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KoTopaa 0O6HOBAAETCA MOCTENEHHO M MEHEE YyBCTBUTE/IbHA K LLUYMY rpaveHTOB.
O6HoBneHne EMA BbiNnONHAETCA MO CAeAyoWeMy NpaBuy:

mt == ﬁmt_l + (1 - B)Qt, ﬁ = 0.999,

roe 6; — TeKywme 3HayeHWA BecoB MoAenn Ha ware obydyeHma t, a m; —
cooTtBeTcTBytowme EMA-Beca. Ncnonb3oBaHne EMA no3sonseT nonyuntb 6Gonee
CTabuNbHYO MoZenb AN OUEHKN U MHbepeHca, YTO 0COBEeHHO Ba*KHO B YC/10BUAX
OrPaHMYEHHbIX BbIYUCAUTENIbHbLIX PECYPCOB.

KBaHTMU3auua moaenu

Ons  panbHenwWero ymeHblUEeHUA BbIYUCAUTENbHOM Harpyskm u obbema
MamMATU WUCMONb3YHOT KBAHTM3aUMIO NapameTpoB moaenn. B HacTosawel pabote
npuMmeHeHo apdMHHOE KBAHTM3MPOBAHWME, NMPU KOTOPOM 3HAYEHMA C NJaBatoLen
3anAaTon npeobpasytotca B 8-6uUTHble Lenble Yncna. Mpeobpa3zoBaHne ONUCbIBAETCS

cneayrowmmMmm COOTHOWEHUAMMN:

X ~
Xint = round (;) + 2z, X = s(Xjpt — 2).

rae s — macwrab, a xj,; — HyN1eBaa ToYKa. ITWM napameTpbl NoadMpPatoTCA OTAENbHO
ANA KaXaoro c€noA moaenu, 4To no3possetr 6osiee TOYHO annPOKCMMMPOBATb
NCXo4Hble 3HAYEHMUA.

Mpn KBaHTM3aUMN MOAENWN B LENble YNC/1a NepeBOAAT TO/IbKO NOJIHOCBA3HbIE
CNOW, TaK KaK OHW BbINOAHAIOT OONbLWMHCTBO BblMUCAEHUMNA. [pyrne onepauum,
KOTOpble OTBEYAIOT 3@ HOPMANM3aAUMIO AAHHbIX BHYTPU ceTu U npeobpasoBaHue
BbIXO40B MOZE/IN B BEPOATHOCTU A/1A KNACCOB, OCTaBNAKOT B NPUBbIYHOM dopmaTte
c nnasatowen 3anaton (FP32). OTo aenaetcsa NoTomy, YTO TakMe onepauum OYeHb
YyBCTBUTE/IbHbI K TOYHOCTU YNCEN, U ECNIU UX KBAHTU3MPOBATb MONHOCTbIO, MOAENDb
MOXKeT paboTaTb HecTabunbHo.

Mbi paccmatpuBaem  ABa BapuWaHTa KBaHTU3aLUMN. B cny4vae
NOCTTPEHUpPOBOYHOM KBaHTM3auum (Post-Training Quantization, PTQ) moaenb
KBAaHTU3MpPYeETCA Noc/sie 3aBepleHna obyyeHma 6e3 nameHeHUA Becos. B BapuaHTe
QAT-lite appeKTbl KBAHTU3ALUM YAaCTUYHO YYUTBLIBAIOTCA BO BPEMA KOPOTKOro 3Tana
[o00byyeHnA 3a cYeT MCNO/JIb30BaHUA TaK Ha3biBaemon «HernKoBOM» KBAHTM3aALMN,

VIMVITVIDYPOLLIIEIZ LuesnovyncneHHble Bbl4nMCneHnA.
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ApXUTeKTypbl u 6a3oBble mogenu

Mbl MCnonb3yem NoAxod «y4uTenb — CTYAEHT», MPU KOTOPOM OAHa MoAesb
CNYXKUT UCTOYHUKOM 3HAHMWN, 2 APYras — KOMNAKTHOW Bepcuen, npeaHa3HaYeHHOM
ANA NPaKTUYECKOro  npuMmeHeHMa. B KayectBe  mopgenu-yuutens  BblbpaHa
apxutektypa DeiT-Small@224. 3710 BM3yanbHbin TpPaHCPOPMEP, KOTOPbLIN
AEMOHCTPMPYET BbICOKYK TOYHOCTb NpU paboTe ¢ M30bparkeHnAMM CTaHAAPTHOrO
pa3peLLeHNA U LWMPOKO MCMOAb3YEeTCA B UCCNeA0BATENbCKMX PAabOTax Kak HaferKHan
n cbanaHcmpoBaHHana 6a3oBaa moaenb. Ero BbIMMCINTENbHAS C/IOXKHOCTb AENAET ero
YAOOHbIM 3Ta/JIOHOM KayecTBa, OAHAKO B K/IMHMYECKUX YCNOBMAX TaKas MOAENb
4aCTO OKa3blBAETCA C/IMLLKOM PECYPCOEMKON 411 NOBCEAHEBHOIO UCMO/Ib30BAHMA.

B ponn mopenun-ctyaeHta 6bina ucnonb3oBaHa DeiT-Tiny@224 — 6onee
KOMMaKTHaA BEPCUA TOM *Ke apXMTeKTypbl. [0 CpaBHEHUIO C MOAENbIO-YYMTENA OHA
COAEP!KUT  CYLLECTBEHHO  MeHblue napameTpoB U TpebyeT  MeHbLUMUX
BbIYMC/IUTENbHDBIX 3aTpaT, YTO AenaeT ee Honee noaxogAalwen ANA pa3BepTbiBAHMA
B Cpedax C OrpaHWYEeHHbIMM pecypcamu. B 4acTHOCTM, Takaa MoAeNb MOXKeT
MCNONb30BaTbCA ANA MHPepeHca Ha LLeHTPaNbHOM npoueccope 6e3 HeobxogmmocTm
NPUMEHEHMA rpadUYECKUX YCKOPUTENIEN, YTO COOTBETCTBYET TUMUYHbLIM YCAOBUAM
3KCcNayaTauum B MeAULIMHCKUX YUPEXAEHUAX.

[NA KOPPEKTHOM OLEHKN KQueCcTBOA M NPAKTUYECKOM MPUMEHNUMOCTUN MOLENN-
CTYyAEHTa €€ XapPaKTePUCTUKU CPaBHUBAEM He TO/NbKO C MOALENbIO-yYUTeNEM,
HO M C PAAOM LUMPOKO PACNPOCTPAHEHHbIX CBEPTOYHbIX HEMPOHHbIX CETEW.
3K mogenn BblbpaHbl TakKMM 06pasom, 4Tobbl NPeacTaBUTb PasHble MOKOMEHUA
W pa3INYHble NOAXOAbl B apPXUTEKTYPAX ANA aHanm3a n3obpakeHun.

B kauyectBe 6a3oBoit mogenn 6blna ucnonb3oBaHa ResNet-18, Kak oaHa
n3 Hanbonee 4acTo MCNONb3YEMBIX aPXUTEKTYP B 3a4a4aX KOMMNbIOTEPHOrO 3peHUA.
3T0 ogHa 13 Hambosiee M3BECTHbIX M XOPOLLO M3YyYEHHbIX apXMUTEKTYP, KOTOPaa 4acTo
NPUMEHSETCA B MEAULMHCKON BU3YaNn3auMN U CAYXKUT yAOOHOM TOYKOM OTcyeTa
npu cpaBHeHUM HoBbix MmeTogoB. Moaenbo MobileNetV3-Large BKAloyeHa
B CPAaBHEHME  KaK  MpUMep  apXUTeKTypbl, CcheuManbHO  pa3paboTaHHOM
AnA 3PpEeKTUBHOrO MHPEpPeHCca NpPU OrPaHUYEHHbIX BbIYUCAUTENBbHbBIX pPecypcax.
TakMe MOAEeNnN LMPOKO UCNONb3YIOT B MOOW/IbHbIX M BCTPOEHHbIX CUCTEMAX, rae

BaXHbl HW3KaA 3a4epXKa WU Mmajoe I'IOTpe6I'IEHVIe NnamaAaTu. ,ﬂ,OI‘IOJ’IHVITEI'IbHO

267



Russian Digital Libraries Journal. 2026. V. 29. No. 1

paccmoTtpeHa ConvNeXt-Tiny — coBpemeHHaa CBepTOYHAA APXUTEKTYypa, KoTopas
3aUMCTBYET pAL MAen 13 TpaHCPOPMEPOB U AEMOHCTPUPYET BbICOKOE KayecTBO Npwu
OTHOCUTENbHO YMEPEHHOM BbIYNCAUTENBHOM CIOXKHOCTU. ITa MOAENb UCNONb30BaHa
B KayecTBe CUAbHOro coBpemeHHoro opneHtmpa cpeam CNN.

Takmum o06pasom, BblbpaHHbIM Habop Mmogenen noO3BOAAET OLEHUTb
NONOXEHNE KOMMAKTHOrO BM3yasbHOro TpaHchopmepa OTHOCUTENIbHO Kak bHonee
TAXENbIX Moaenen TpaHCPOpPMepPOB, TaK M PA3/INYHBIX CBEPTOUHbIX APXUTEKTYP,

npuMmeHAemMbIX Ha MPaKTUKeE.
OueHKa BbIUMCUTENIbHOW CNOXKHOCTH

Mpu aHanuse BbIYUCIUTENBHOW CNOXHOCTM MOAENEN Mbl YYUTbIBAEM
He TO/IbKO CTaHAAPTHbIE TEOPETUYECKNE NOKA3ATENIN, HO N XapPaKTEPUCTUKM, BaXKHble
ANA peanbHOro NCNoNb30BaHUA B KIMHUYECKUX YCNOBUAX. B YaCTHOCTH, OLeHnBaem
obuee YNCNO NapaMeTPOB MOAENIN U TEOPETUYECKYIO BbIYUCINTE/IbHYIO HArpysKy,
BbIpaXKEHHYIO B KOAMYecTBe onepaumit ¢ nnasawowein 3anaton  (FLOPs).
3TK NoKasaTenn AatoT obliee npeacTaBAeHUE O C/IOKHOCTM apPXUTEKTYPbI, OAHAKO He
BCeraa OTparkaloT  peanbHble  3aTpaTbl NpM  pasBepTbiBaHuK.  [losTomy
AOMNOJIHUTE/IbHO PAaCcCMATPUBAEM MPAKTUYECKUE METPUKMU, TaKMe KaK aKTUUYeCKUi
pa3mep KOHTPO/IbHON TOYKM MOAENM Ha AUCKE. ITOT NOoKasaTeb HanpAMyH CBA3aH
C TPe6O0BAHUAMM K XPAaHEHMIO AAHHbIX, CKOPOCTU 3arpy3KM MOLENN N BO3MOXKHOCTAM
ee OOHOBNEHWS B MEOUUMHCKMX WHPOPMAUMOHHbBIX CUCTEMAX. YyeT Kak
TEOPETUYECKMX, TaK W MNPAKTUYECKUX XAPAKTEPUCTMK no3BosAeT 6onee NOAHO
OLEHUTb NPUroAHOCTb MoAenein ANA UCNONb30BAaHUA B K/IMHUYECKUX CLEHapusax
C OrpaHUYEHHbIMM BbIYUCIUTENBHBIMU PECYPCAMM.

SKCMNEPUMEHTDI

3KcnepMmeHTbl 6blM NpoBeaeHbl Ha Habope AaHHbIx ISIC — obuweaocTynHoOm
MegUUMHCKOM  gaTtaceTe, npegoctaBneHHom  International  Skin  Imaging
Collaboration u cogepkawem p[epmaTocKoONUYeckMe U300parKeHUA  KOXHbIX
Nopa*KeHni. IToT HAbop AaHHbLIX WMPOKO MCMNONb3YeTcA A5 OLEHKM anropuTMoB
aBTOMATMYECKON Knaccupukauum B OepMaToionMM U ABAAETCA CTaHOAPTHbIM
Habopom B MccnefoOBaHMAX MO MEAULMHCKOM BM3yanusaumu. Mbl Mcnonb3oBanm
3apaHee onpegeneHHble pa3bueHns paHHbIX Ha oby4yatowyto, BanMOaALMOHHYHO
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N TECTOBYIO BbIOOPKM.

Ona obecneyeHnss BOCNPOM3BOAMMOCTU 3KCMEPUMMEHTOB BO BCEX 3aMycKax
6blnM  npuMeHeHbl UKCMPOBAHHbIE 3HAYEHWMA CAYYAWHbIX MHULMANU3ALMNA.
Ha sTane TecTMpoBaHWMA ayrMeHTauuUM M300parKeHU He WMCNO/JiIb30BasINCb, YTOObI
NnonyyYeHHble  pe3ynbTaTbl  OTpParkaauM NOBeAeHMEe  Mogenem B YCAOBUAX
NPAKTUYECKOro npuMmeHeHua. M3amepeHna npom3BOAUTENBHOCTM MpU UHbepeHce
Ha LeHTpanbHoM npoueccope (CPU) npoBoannmch ¢ y4eTom sTana pa3orpesa, nocsne
yero WHdepeHC 3anyckanca HeCKONbKO pa3 noapAn. 3TO NO3BOAMIO MNOAYYUTb
YCTOMYMBbIE OLEHKM BpemeHU 06paboTKM 0gHOro n306parkeHms.

ObyyeHne moaenemn BbINOHANOChL C NCNOIb30BaHMEM onTUmmM3aTopa AdamW.
CKopocCTb 0by4yeHMA U3MEHSIAaCb MO KOCUHYCHOMY pacnuncaHuto, obecrneymBarowemy
NNaBHOE CHU)KEHWe LWara onTMmmsauun. B npouecce guctunnaunm 3HaHum boino
NPMMEHEHO 3KCMOHEHLMabHOE CKoJb3sAlee cpeaHee (Exponential Moving Average,
EMA) BecoB, 4TO MN0O3BO/INIO MNOAY4YUTb Gonee ctabunbHble MapameTpbl Mogenm
ONA Nocnenyowen OueHKN.

KBaHTM3auua mopgenen 6Obina peanusoBaHa C umcnosnb3oBaHmem backend
fbgemm, onTMMMN3NMpPOBAHHOIO ANA LEeN0YNCNEeHHbIX BbluncneHmnn Ha CPU. B cayyae
NOCTTPEHUpPOBOYHOM KBaHTM3auum (Post-Training Quantization, PTQ) npumeHanacb
ANHAMMYECKaA KBAHTU3aLUMA JIMHEMHbIX cnoeB 6e3 [ononHMUTENbHOro obyyeHua
mogenn. Ona BapuaHTa QAT-lite 6bin Mcnonb3oBaH KOPOTKMM 3Tan goobyvyeHus
NPOAOMIKUTENBHOCTBIO MATb 3MOX, B TeyeHWe KoToporo 3¢pdeKTbl KBAHTU3ALMM
Y4YMTbIBAZINCb BO BpemMs 0by4eHMA nepes COXpaHEHMEM UTOTOBbIX BECOB MOAENN.

KauectBO Knaccmdukauum 6bi10 OLEHEHO C MCMO/b30BAaHMEM CTaHOAPTHbIX
METPUK: TOYHOCTU (accuracy), makpoycpegHeHHoOW Fl-mepbl U naowaan nog ROC-
Kpueoi (ROC-AUC), KoTopaa oTpaxkaeT cnocobHOCTb MOAENWU pPa3nMyaTb Knacchbl
Npu pasHbiX MNOpOrax MPUHATMA  peweHuA. [NnAa  OUEHKM  NpPaAKTUYECKOMN
NMPMMEHUMOCTM MOAENEN B KAMHUYECKUX YCNOBUAX AONOAHUTENbHO Oblan
NPOAHANN3NPOBaAHbI BbIYUCAUTENbHbIE XapaKTEPUCTUKM npu pabote Ha CPU,
BKAOYAA  33a4epP)KKY  MHPepeHca, MNPOMYCKHYH  CNoCcOBHOCTb,  MMKOBOE
Mcnonb3oBaHMe onepatuBHOM Namaty (RAM) u UToroBblii pasmep MOAENM Ha AMUCKeE.
COBOKYMHOCTb 3TMX MOKa3aTenen no3BosiAeT OLEHUTb KaK KauecTBO NpeacKasaHui,
TaK U BbIYUC/IUTENbHYIO MPUrOAHOCTb MOAENEN ANA UCMOAb30BaHUA B PeasibHbIX

mMmeanumnHCKUX cueHapuax.
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PE3Y/IbTATbI

[Janee npeactaBNeHbl pe3ynbTaTbl CPABHEHWA MoOAeNerm Mo KayecTBy
KnaccuduKkaumm, TpeboBaHMAM K NAaMATM U NPOU3BOAUTENBHOCTU NPU UHEPEHCe
Ha ueHTpanbHom npoueccope (Intel i7-12700F). OcHOBHOE BHWMAHWE YAENEHO
B/IMSIHUIO NOCTTPEHNPOBOYHOMN INT8-KBAHTU3ALMMN U ee CoYeTaHUA C ANCTUNNALMEN
3HAHWUI U 3KCNOHEHUMAIbHbIM CKOMb3AWMM CPeaHUM BECOB.

KauectBo Knaccudmuau,nu U NcnoJib3osaHue NamaTun

dKcnepuMeHTbl Ha Habope AaHHbIx ISIC NnoKasanu, YTO NOCTTPEHUPOBOYHAA
INT8-KBaHTM3aUMA NPAKTUYECKM He yXYALLAeT KauyeCcTBO AUCTUNNALMOHHOM MOAENN
DeiT-Tiny no cpaBHeHuto ¢ 6a3oBoi Bepcuen B dopmaTte C NaaBatowWen 3anaton
(FP32). Ha BannaaunmoHHOM BbIBOpPKE TOYHOCTb M3MeHMNacb Bcero Ha — 0.13 n. n.,
a MakpoycpeaHeHHasa Fl-mepa paxe He3HauuTenbHO Bblpocna (+0.27 n.n.).
AHanorn4yHaa KapTMHa Habntoganacb M Ha TeCTOBOM pa3bueHun, roe MaMeHeHus
coctasman -0.10 n.n. no ToyHoctn n +0.08 n.n. no makpo-F1. Mpn 3TOM BbIUTPbILL
B KOMMNAKTHOCTU MOJAEeNMN OKas3asCA CywecTBeHHbIM. Pasmep moaenn Ha Aucke
ymeHbwmnnaca ¢ 21.13 go 5.97 Mb, 1o ectb npumepHo B 3.5 pasa (-71.7%). NMukosoe
MCNONb30BaHME ONepaTMBHOM NamMATM BO BpemA UHPepeHca TaKKe CHU3UNOCH
npumepHo Ha 247 MbB, 4To coOTBEeTCTBYEeT YMeHblleHW0 Ha 14%. 3T pesynbrathl
0COBEHHO BaXHbl ANA K/JMHUYECKUX CLLEHapueB, rae OrpaHUYeHWs MO NamATU

N XPaHEHMIO AAHHbIX YACTO ABAAKOTCA KPUTUYHBIMM.
3agep)KKa M NponycKHaa cnocobHocTb Ha CPU

MpousBoguTenbHoctb  moaenem Ha CPU  3aBucuT  OT  pasmepa
obpabaTtbiBaemoro naketa m3obpaxkeHun (batch size) n ncnonb3yemoro BapuaHTa
mogenn. [Mpu obpabotke opHOro wm3obpaxkeHna 3a pa3  (batch = 1)
KBaHTU3MpoBaHHaa moagenb Student INT8 (PTQ) okasanacb HEMHOroO MeAfieHHee
Bepcun FP32: meauaHHaA 3ageprkKa coctasuna 16.49 mc npotus 14.53 mc,
a NPONyCcKkHaA CNoCoBHOCTb CHU3MAACb nNpuMMepHO Ha 11%. 3710 cBA3aHO
C AONO/IHUTENIbHLIMMU ~ HAKNaAHbIMM  pacxo4aMM  Ha onepaunm  KBAHTOBAHMA
W aekBaHToBaHMA. O4HAKO NPU MCNOAb30BAHUN IKCMOHEHLMANIBHOIO CKO/b3ALLEro
cpeaHero BecoB (KD+EMA+PTQ) aTa pa3HMUa NpaKTUYeCcKU wucyesna. B paHHoOm

Ccnyyae 3afeprkka WHbepeHca NOYTM coBMana C Ayvywum BapuaHTtom FP32
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M OKa3anacb 3aMeTHO HUKe, yem y mogaenn KD+EMA B dopmate FP32 (14.46 mc
npotme 16.77 mc).

Mpn yBennyeHnn pasmepa naketa Ao batch = 8 HeratMBHbIM 3pdekT
KBaHTM3auUuKM ncyesaert. lNpoctaa PTQ-KBaHTM3aUMA NOKa3asa 3a4epPXKKYy Ha ypoOBHe
FP32 (58.45 mc npoTtuB 58.76 mc), a couetaHne KD+EMA+PTQ npoaeMoHCTpMpoBano
NPEUMYLLECTBO MO CKOPOCTU MO cpaBHeHuto ¢ KD+EMA FP32 (53.38 mc npotms
59.22 mc), a Takke 6onee BbICOKYIO MPONYCKHYO cnocobHoctb (+8.2%).
ITO yKa3bIBaeT Ha TO, YTO KBAHTMU3aLMA 0CO6EeHHO 3ddeKTUBHA NPU BbIYUCAUTENIBHO
HArpy»XeHHbIX CLLeHapUAX.

CpaBHeHue c 6a30BbiMmu CNN-apxuTeKTypamu

CpaBHeHMe C pacnpoCTPAHEHHbIMU CBEPTOYHbIMM APXUTEKTYPAMKU MOKA3aso,
YTO ANCTUNNALMOHHBIN DeiT-Tiny ocTaeTca KOHKYPEHTOCNOCOOHbIM Npu MHbepeHce
Ha CPU. Mpu batch = 1 moaenb DeiT-Tiny FP32 (KD) paboTtaet bbicTpee, yem ResNet-
18 FP32 (14.53 mc npotmB 15.29 mc), n 3HaumTenbHo bbicTpee, yem ConvNeXt-Tiny
FP32 (38.28 mc). Mpwu batch = 8 apxutektypa MobileNetV3-Large FP32 coxpaHseT
NINAEPCTBO NO NPOMYCKHOM CNOCOBHOCTU, YTO OXKMAAEMO C YYETOM €€ OPUEHTALUU
Ha BbICOKO3®PEKTUBHbBIN MHEpPEHC.

BapmaHT KBaHTU3auUuMKM ¢ yyeTom obydyeHusa (QAT-lite) He npoaemoHcTpmMpoBan
yctonumebix npeumywects. OH yctynaetr PTQ no KavectBy Kaaccudukauum
n He obecneynBaeT 3aMeETHOrO BbIUIPbIWA MO 334EPKKE HU NpPU  OAHOM

N3 PACCMOTPEHHbIX PAa3MEPOB MakKeTa.
MpaKTu4yeckue BbIBOADI

C TOYKM 3peHUA NPAKTUYECKOro pa3BepTbiBAHUA MNOJyYEHHble pe3yabTaThbl
noKasaan, 4YTo NocTTpeHmpoBoYyHasa INT8-kBaHTM3aUMA ABAAETCA  MPOCTbIM
N HageXHbIM cnocobom ymeHbLwnTb pasmep ViT-moaenen npumepHo B 3.5 pasa npum
COXPaHEHUM KayecTBa MNpPaKTUYeckM Ha yposBHe FP32. Takoh nopxon ocobeHHOo
noneseH B CUEHAPUAX, F4e OrpaHMYEeHUA MO MAMATU, XPAHEHMIO OAHHbIX WK
PacnpPOCTPAHEHUIO MOAENIEN UTPAIOT KNHOUYEBYHO POb.

JONONHUTENBHO 3TN pe3ynbTaTbl NO3BONAKOT YETKO ONPenenmTb YCA0BUA, NPU
KOTOPbIX KBaHTM3auusa pAaeT Haubonbwumn 3sddeKkt. YcKopeHue Habnawogaetca
B BbIYMCUTENIbHO HArpy*KEHHbIX PEXMMaxX, NPU MUCMNOb30BaHUK 6onee KpymnHbIX

NaKeToB M306parkeHn n B BapuaHTax ¢ EMA-ctabunmnsaumeir Becos. B 1o ke Bpemsa
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3a4eprkka 06paboTKN OAHOro NM306parKeHNA OCTaeTCcAa OrpPaHUYEHHOWN HaKIa4HbIMU
pacxo4amMu Ha onepaumn KBAaHTOBAHWA M AEKBAHTOBAHMA BOKPYr YyBCTBUTE/bHbIX
cnoes, Takux KaKk Layer Normalization u Softmax. MogpobHbie uYMCcNeHHble
pe3ynbTaTbl CPAaBHEHWA NPeACTaBaAeHbl B Tabn. 1, 2.

OvHamuKa obyvyeHna momenu-cTyaeHTa NpoaHaM3MpoBaHA B 3aBUCMMOCTMU
OT HoMmepa 3anoxu (epoch). Noa ogHOM 3MOXOM MNOHUMAETCA OAWH MOJIHbIN NMPOXOA
Bcen obyyatowen BbIOOPKM Yepe3 Moaenb C Nocaeayowmm ob6HoBAEHUEM
napametpoB. Ha puc. 1 nokasaHbl KpuBble ans obyyatowen BblIOOpPKM npwm
MCNONb30BAaHUM  AUCTUANALUN  3HAHUIA U IKCMOHEHUMANbHOIO  CKO/b3ALWEro
cpegHero BecoB. BuaHo, uto npumeHeHne EMA cnocobcteyeT 6onee ctabunbHomy m
NAaBHOMY CHUXEHMUIO 3HaYeHUs PYHKUMU NOTEPb, a TaKKe yMeHbllaeT GNyKTyaunm
TOYHOCTM B NpoLecce obyyeHus.

AHaNOrMYHbLIN aHANN3 HA BaANAALMOHHOWN BbiOOPKE NpeacTaBneH Ha puc. 2.
B atom cnyvae TaKKe HabnwogaetcA OTCYTCTBME PE3KUX CKAYKOB METPUK, YTO
yKa3blBaeT Ha Nydwyto obobuiatoulyto cnocobHOCTb MOAENN U CHUMKEHWE PUCKA
nepeobyyeHus.

OTaenbHO PacCMOTPEH KOPOTKUIM 3Tan A000yyYeHMs C y4eToOM KBaHTU3auuu
(QAT-lite). CooTBeTcTBYIOLME KPUBbIE NpeacTaBaeHbl HAa puc. 3. MOXHO OTMETUTD,
YTO HeCMoTpA Ha Hebonbloe yay4ylweHue CXOAMMOCTM Ha MNePBbIX UTepaLMUsX,
AanbHelwee obyyeHMe He NPUBOAMT K CYLLECTBEHHOMY POCTY KauyecTBa, 4TO
corfacyetcA C pe3ynbTaTaMM  KOJIMYECTBEHHOTO CpPaBHEHMA W noaTBepXaaeT
orpaHuyeHHyo 3pdekTuBHoCcTb QAT-lite Mo cpaBHEHUIO C MOCTTPEHUPOBOYHOM
KBaHTU3aLMEN.

Train Accuracy Train Loss

—— Train accuracy —8— Train loss

0.9 1

S
o
A

Accuracy

0.7

0.6 1

2 4 6 8 10 12 14 2 4 6 8 10 12 14
Epoch Epoch
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Puc. 1. Kpusble nameHeHusa ¢pyHKLMM noTepb (loss) n TouHocTm (accuracy) Bo Bpems
o0byuyeHuns mogenu-ctygeHta DeiT-Tiny c npumeHeHuem guctmansaumnm saHaHmin (KD)
M 3KCMOHEHLMaNbHOro CKoMb3ALLero cpegHero secos (EMA).

QAT-lite Loss QAT-lite Validation Accuracy
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Puc. 2. Kpusble n3ameHeHUA PyHKLMK NOTEPb M TOYHOCTM Ha Ba/INZaLMOHHOM BbibOpKe
B npouecce obyyeHunsa moaenu-ctyaeHTta DeiT-Tiny.

Validation Loss (Student vs EMA) - Validation Accuracy (Student vs EMA)
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Puc. 3. KpuBble U3MeHEHUA METPUK MOAENN BO BPEMSA KOPOTKOro 3Tana AoobyyeHuns
c yuetom KBaHTM3auum (QAT-lite). OToT aTan BKAOYAET KaK AUCTUANALMIO 3HAHMI (KD), TaK
N UMUTALMIO LLENOYNCTIEHHDbIX BbIYMCNEHMI BO BpemMsi 06y4YeHuns, yTobbl Moaenb Mmorna
KoppeKTHO paboTatb B popmaTte INTS.

OnA OUEHKM BAMAHMA PA3/IMYHBIX NOAXOAOB K OOYYEHMIO M YNPOLLEHUIO
YMCNOBbIX NpeacTaBNAeHUr Oblna  BbIMNOSIHEHA 3KCMEPMMEHTANbHAA MNpPOBepKa
KayecTBa MOAEeNIeN Ha BaNNAALUMOHHOM N TeCTOBOM BblbOpKax.

Pe3ynbtaTbl nosydyeHbl Ha Habope pgaHHbIXx ISIC, KoTopblA cocTouT
N3 MeQUUMHCKMX M300paKeHMN KOXKKU, MCNONb3YEMbIX AN1A 3a[4a4YM Knaccudumkaumm
KOXHbIX nopaxeHuin. [Ona  3KkcnepumeHToB  ObliM  NPUMEHEeHbl  3apaHee
3apMKCMpOBaHHble pa3bueHmMsa paHHbIX Ha obydatowyiro, BaAMAALMOHHYHO
M TeCTOBYO 4acTu. [pu oueHKe KayecTBa mMogenn m3obparkeHns MCnonb3oBaaMUCh
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6e3 [AonoNHUTENbHbIX Npeobpa3oBaHUIi, a BCE 3IKCMNEPUMEHTbl BbINOJHANNUCD
C PUKCMPOBAHHbIMM Haya/IbHbIMU YC/IOBUAMM, yTOo obecneynBaet
BOCMPOU3BOAMMOCTb Pe3ynbTaTos.

Tabn. 1. MeTpuKkn Bannaaumm u Tecta.

Mogenb Val Acc Val Macro- Val ROC- Test Test Macro- Test ROC-
F1 AUC Acc F1 AUC
Student FP32 (KD) 0.8878 0.8874 0.9903 0.8333 0.7857 0.9658

Student FP32 (KD+EMA) 0.8791 0.8787 0.9889 0.8367 0.7903 0.9657

Student INT8 (PTQ) 0.8865 0.8901 0.9901 0.8323 0.7865 0.9658
Student INT8 0.8741 0.8700 0.9891 0.8342 0.7908 0.9652
(KD+EMA+PTQ)

Student QAT-lite FP32 0.8678 0.8789 0.9908 0.8103 0.7834 0.9634

Student QAT-lite INT8 0.8666 0.8769 0.9907 0.8113 0.7897 0.9631

BTabn. 1 npeacrtaBneHbl 3HAYE€HUS OCHOBHbLIX METPUK KayecTBa A
KomnaktHou mogenu DeiT-Tiny@224, obyyeHHOM C wucnonb3oBaHuem b6onee
KpynHoOM u TouHo mogenu DeiT-Small@224 B KauecTBe UCTOYHMKA 3HAHWUIA. TaKkown
noaxos, NO3BO/INMA YMEHbLWWUTb pPasmMep MOLEAM MNPU COXPaHEHUU BbICOKOM
TOYHOCTU. B page sKcnepmmeHTOB NPUMEHANOCH SKCMOHEHLUMANbHOE CKO/b3ALLee
cpegHee BecoB (EMA) c KoaddpuumeHtom B = 0.999, KoTopoe crnaxusaeT
N3MEHEHMA NApPaMeTPOB MOLENN W AenaeT UTOroBble MpeackasaHua 6bonee
cTabunbHbiMU. Ob6o3HauveHne INT8 (PTQ) cooTBeTCTBYET YNPOLLEHUIO YMC/IOBbIX
npeacTaBfeHNn MapamMeTpoB MOZENAM Mocie 3aBeplieHMAa oby4vyeHus, 4TO
yMeHbllaeT ee pasmep M TpeboBaHma K namatn. [pu 3tom Haubonee
YyBCTBUTE/IbHbIE  BbIYMC/AUTE/IbHbIE OMEpauMm  COXPAHAKTCA B UCXO4HOM
dopmaTte, 4TobbI M3b6EKaTb HecTabunbHOCTM BbluMCNeHU. BapuaHT QAT-lite
BK/IHOMAET KOPOTKMM 3Tan [OMONHUTENBHOIO A000yy4yeHMA Moaenu, BO Bpems
KOTOPOro OHa MNOoACTpaMBaeTCcA noA nocaegylolee ynpoweHue YYUCAOoBbIX

npeacTaBneHNN.
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KayectBo mogeneit 6bino oueHeHO Ha BanupaumoHHol (Val) n Tectosoi
(Test) BbIBOpKax No cnegytoLlwMm NoKasaTenam:

1) Accuracy — oona NnpaBubHbIX NPeACcKa3aHui;

2) Macro-F1 — ycpegHeHHaa mepa KayecTtBa No BCeM KJiaccam, O4NHAKOBO
YUYUTbIBAOLWAA KaXKAbIA U3 HUX;

3) ROC-AUC — nokasaTenb CNOCOBHOCTM Mogenu pasnmyatb KAacchbl
Ha OCHOBEe NpeACcKa3aHHbIX BEPOATHOCTEN.

Bo Bcex cnyyasx 6onee BbICOKME 3HAYEHUA METPUK COOTBETCTBYIOT NyyLlEeMY
KauyecTBy Moaenu.

CpaBHeHMe metToanoB ymeHbLlweHna moaenu

B T1abn. 2 npeactaBneHbl pe3ynbTaTbl CPABHEHUA CTEMEHUM YMEHbLUEHUA
pa3mepa Pa3NNYHbIX BapuMaHTOB Mmoaenu DeiT-Tiny, 06y4YeHHbIX
N ONTUMMU3UPOBAHHbLIX  PA3/IMYHbIMKM  cnocobamn, Ha Habope MegUUUNHCKUX
nsobparkeHunii ISIC. Bo Bcex cnyyaax 6bina MCNONb30BaHA OA4HA U Ta Ke apXUTEKTYpa
MOZAeNn, NO3TOMY BapUaHTbl HE OT/IMYAKOTCA NO CBOEM BbIYUCNTENbHOM CNOXKHOCTU:
4Yncno napameTpoB coctaBasetr 5.53 maH, a o0bbem BbluMcneHuit — 2.15 mnpg,
onepauui ana nsobpaxeHum ¢ paspeweHnem 224 x 224,
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Tabn. 2. CBogHblE MO CTEMEHM CXKATUA PA3IMYHbIX BaprMaHToB mogenn DeiT-Tiny

Mogenb TouyHocTb Pasmep Compression factor
(MbB)
DeiT-T FP32 (KD) FP32 21.13 1.00
DeiT-T FP32 (KD+EMA) FP32 21.13 1.00
DeiT-T INT8 (PTQ) INT8 5.97 3.54
DeiT-T INT8 (KD+EMA+PTQ) INT8 5.97 3.54
DeiT-T QAT-lite FP32 FP32 21.13 1.00
DeiT-T QAT-lite INT8 INT8 5.97 3.54

OTAnumMsa  AaHHbIX ANA  PAs/IMYHbIX  MoAeneir CBfdaHbl  WUCKAOYUTENbHO
co cnocobom npeacTtaBAeHMA NapamMeTpoB moaenun. BapuaHTbl ¢ nomeTkon INT8
MCNONb3YIOT YNPOLLEHHbIN YncnoBoM dopmaT A/s YacTu onepaumin, 4To nossonneT
CYLLECTBEHHO COKPATUTb 3aHMMAemMoe MNPOCTPaHCTBO. [lpu 3TOmM ynpolieHue
NPUMEHAETCA TO/IbKO K OCHOBHbIM IMHEMHbIM CN0SIM MOAENN, TOTAA KaK Hanbonee
YyyBCTBUTE/IbHbIE OMepauMn, OTBevyalowme 3a HOPMANM3AUMIO W  BblYMUC/IEHUE
BEPOATHOCTEM, COXPaHAKOTCA B UCXogHOM dopmaTte ans obecneyeHma ctabuabHom
paboTbl. YKaszaHHble B Tabauue pasmepbl mogenein CoOOTBETCTBYIOT ¢(paKTU4YeCKoMy
o06bemy $aninoB C COXpaHEHHbIMW BECAMW Ha AWUCKE, YTO HaNpAMYK OTparkaeT
TpeboBaHUA K XpPaHEHUID W nepegayve MOAENM B peasnbHblX CLeHapuax
pa3BepTbiBaHMA.

C y4YyeTOM VYKasaHHbIX Pa3IMuMA B NpPeacTaBNEHUM MaPaAMETPOB HUXKe
npuBeaeHbl pe3ynbTaTbl U3MepPEHUA NPOU3BOAUTENBHOCTN Moaeneii Ha CPU.

CPU benchmarks

Mocne aHanu3a CTENeHW CKaTua M pasmepa Mogenem pPacCMoTPUM
MX MPAKTUYECKYID MPOU3BOAMTENBHOCTL NPU  UHPEpeHce Ha  UEeHTPasibHOM
npoueccope (CPU).
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Tabn. 3. NMpownssoautenbHocTb mogenen Ha CPU npu obpaboTke ogHOro
n3obpaxkeHua 3a pas (batch = 1). Bonee HMU3Kan 3a4epPKKa U MEHbLLMIA pacxos,
NamATH, a TaKKe 6onee BbICOKAs NPONYCKHasA CNOCOBHOCTb O3HAYaOT NyYLUYIO

3pdEeKTUBHOCTD.
Mogenb p50 (Mmc) P90 Throughput (kon-  \ cAM (MB) Size (MB)
(mc) Bo/c)
DeiT-T FP32 (KD) 14.53 15.91 67.7 1765.1 21.13
DeiT-T FP32 (KD+EMA) 16.77 17.87 59.2 1779.0 21.13
DeiT-T INTS (PTQ) 16.49  17.17 60.3 1518.3 5.97
DeiT-T INT8 (KD+EMA+PTQ) 14.46  16.84 66.9 1532.2 5.97
DeiT-T QAT-lite FP32 17.26 1834 58.0 1539.8 21.13
DeiT-T QAT-lite INTS 15.77  17.55 62.3 1533.2 5.97
ResNet-18 FP32 15.29  17.69 61.9 1539.6 42.72
MobileNetV3-L FP32 16.58  17.19 60.4 1616.1 16.25
ConvNeXt-T FP32 38.28 39.21 26.4 1642.2 106.21
ResNet-18 INT8 (PTQ) 17.54  19.04 56.3 1675.7 42.71
MobileNetV3-L INT8 (PTQ)  17.56  18.06 56.7 1675.7 16.25
ConvNeXt-T INTS (PTQ) 36.16  36.82 27.8 1675.3 32.18

N3mepeHna npomnsBoamTeNbHOCTU BbINMOJHEHbI NO caeayrowemy npoTtokony: 50
nTepaunii UCNosb3oBaHbl ANA pPa3orpeBa CUCTEMbI, MOCae 3TOro BbinosnHeHbl 100
CUHXPOHWU3MPOBAHHbIX M3MEPUTENbHbIX UTEPALMA; BECb NPOLECC NOBTOPANACA NATb
pa3 gnA nNOBbIWEHUA HAAEXKHOCTU pe3ynbTatoB. [loKasaTenn, npuBeAeHHble
B TabA. 3, HTEpPNpPeTMpPYHOTCA Cneayrowmm obpasom:

1. p50/p90 — megmaHHoe M 90-U nNepueHTUNb BpemeHM 06paboTKM OAHOro
n3obpaxkeHua (B MUNNUCEKYHAAX);
2. Throughput - KonnyectBO M306parkeHnit, obpabaTbiBaemMbix MOAENbIO

B CEKYHAY B XO4€e U3MEPEHUN;

3. Peak RAM — MaKcMManbHblA 06BbEM ONEpaTMBHOM NAMSATU, WCNOJIb3yEMbIM

BO Bpemsa MHdepeHca (B merabaiitax);
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4. Size — pakTnyecKknin pasamep daliia C COXpaHEHHbIMM BECAMU MOZLENN HA AUCKe
(8 merabaiitax).

Bce BapuaHTbl mogenn DeiT-Tiny MCNOAb3ylOT OAMHAKOBYIO apXUTEKTYPY,
cnefoBaTeNbHO, MMEKOT OANHAKOBYIO TEOPETUYECKYHO BbIYNMCAUTENBbHYIO CNOXHOCTD:
5.53 mnH napametpoB 1 2.15 mapg onepauui gna n3obpakeHui ¢ paspelieHmem
224 x 224, B BapmaHTax ¢ INT8-KBaHTM3aLMEN  yNpOLWEHME  YMCNOBbIX
npeacrtasfeHnin  6bIn10  NPUMEHEHO TONbKO K  JIMHEMHbIM  CAOAM  MOAENu
C ucnonblosaHnem 6ubanotekn fbgemm, TOraa Kak onepaunm HOpPMANAU3ALUM
N BbIYNCNEHUA BEPOATHOCTEN COXPAHANUCL B UCXOAHOM dopmaTe gna obecneveHums
CTabunbHOCTU BbluMcneHnin. B Tabn. 4 npeactaBneHbl 3KCNEepPUMEHTasIbHble
noKasaTenu NPOn3BOANTENLHOCTM PA3INYHbBIX BapnaHTOB moaenm Ha CPU.

Tabn. 4. NpounsBoguTenbHocTb mogenen Ha CPU npu batch = 8 (50 utepaymi
pa3orpesa, 100 nsmeputenbHbIx UTepauunii, 5 nostopos)

p90  Throughput (kon-

Mogenb p50 (mc) (o) 50/¢) Peak RAM (MB) Size (MB)

DeiT-T FP32 (KD) 58.76  60.45 137.1 1779.0 21.13
DeiT-T FP32 (KD+EMA) 59.22 61.11 136.1 1779.0 21.13
DeiT-T INT8 (PTQ) 58.45 61.16 136.2 1528.5 5.97

DeiT-T INT8 (KD+EMA+PTQ) 53.38 59.25 147.3 1538.6 5.97

DeiT-T QAT-lite FP32 59.45 60.75 134.2 1539.8 21.13
DeiT-T QAT-lite INT8 57.79  59.75 138.2 1538.2 5.97

ResNet-18 FP32 78.82  81.17 101.5 1613.9 42.72
MobileNetV3-L FP32 48.04 48.58 166.4 1641.3 16.25
ConvNeXt-T FP32 189.68 193.84 42.0 1675.6 106.21
ResNet-18 INT8 (PTQ) 78.56  80.60 101.5 1675.7 42.71
MobileNetV3-LINT8 (PTQ) 48.25 48.84 165.4 1675.7 16.25
ConvNeXt-T INT8 (PTQ) 162.62 165.86 49.2 1714.2 32.18
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MN3mepeHua nNpou3BOAUTENBHOCTU  BbIMOAHEHbI  COMMACHO  MPOTOKOAY,
onucaHHoOMy gndA Tabn. 3.

B Tabn. 5 npuBegeHbl pe3ynbraTbl  abAAUMOHHBIX  3KCNEPMMEHTOB
ANA Pa3IMYHbIX BapMaHTOB KomnaKTHoOM mogenwn DeiT-Tiny Ha BannaauMOHHOM
BblbopKe npn nHpepeHce Ha CPU c paamepom naketa batch =1.

Bce BapuaHTbl MOAENM WUCNONb3YIOT Ty e camyto apxuTektypy (5.53 maH
napameTpos, 2.15 mapa onepauuin npu paspelieHnmn 224 x 224). BapuaHtbl ¢ INT8-
KBaHTM3aumen (PTQ mam QAT-lite INT8) ynpowatoT npeacTtaBieHUE YUCEN TO/bKO
ANA NTNHENHDbIX CNI0EB C UCNONb30BaHKeM bubanotekm fbgemm, npm sTom onepauunm
LayerNorm u Softmax 6bian coxpaHeHbl B mcxogHom ¢dopmaTe AN YMCNOBOW
CTabunbHOCTY.

Tabn. 5. A6nAUMOHHbIE 3KCNepuMeHTbl (BanuaaumoHHas Bbibopka; CPU,

batch=1)
Variant Acc  Macro-F1 ROC-AUC p50(mc) Thr(kon-  Size (MB)
Bo/c)
KD (Student FP32) 0.8878 0.8874 0.9903 14.53 67.7 21.13
EMA (KD+EMA FP32)  0.8791 0.8787 0.9889 16.77 59.2 21.13
PTQ (KD INT8) 0.8865 0.8901 0.9901 16.49 60.3 5.97
KD+EMA+PTQ 0.8741 0.8700 0.9891 14.46 66.9 5.97
QAT-lite FP32 0.8678 0.8789 0.9908 17.26 58.0 21.13
QAT-lite INT8 0.8666 0.8769 0.9907 15.77 62.3 5.97
OBCYXAEHUE

MpoBeaeHHble 3SKCMEepUMEHTbl MOKas3aau, 4YTO co4vyeTaHue AUCTUANALNK
3HaHWUM N NOCTTPEHMPOBOYHOM KBAHTU3AUMKU ABNAAETCA 3PPEKTUBHbIM cnocobom
ncnonb3sosaHms mogenen Vision Transformer (ViT) Ha o6bluHbiX CPU, ocobeHHO
npu orpaHnYeHmnax no namatu. NpmumeHeHme INT8-KBaHTU3AUUM K IMHENHBIM CNOAM
mogenn DeiT-Tiny no3BOAMAO YMEHbLWKUTb pasmep mogenn noytm B 3.5 pasa —
c21.13 po 5.97 Mb, npu 3TOM TOYHOCTb OCTa/slaCcb MNPAKTUYECKN Ha MpPEXHEM
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YPOBHE. ITO FOBOPUT O TOM, YTO 3HAYUTENbHOE CXKAaTMe BO3MOXKHO 6€e3 C/MI0XHOro
AONONHUTENBbHOrO 0byYeHMA.

YcTaHOB/IEHO, YTO MeHblaa mogenb Ha CPU He Bceraa pabotaet bbicTpee.
Mpu o6paboTke opHoOro w3obparkeHna 3a pas (batch=1) mopenn c INTS8-
KBaHTM3aUMEN MHOTAAQ Aa)Ke HEMHOro meaneHHee, yem ucxogHble FP32-mopenu.
MPUYNHOM CcNyXKaT HaKMafHble pacxodbl Ha nNpeobpasoBaHue umcen mexagy INTS8
n FP32 B cnoax LayerNorm u Softmax, KoTopble KOMMNEHCUMPYIOT NMPenmyLLLeCcTBa
LEeN0YNCNEHHbIX BbluncneHnn. CyecTBEHHOE yayyLleHMe NPONyCKHOM CNOCOBHOCTH
HabnoaaeTcs TONbKO NpUM  NakeTHOM 06paboTke HECKoNbKMX Kn30b6parkeHun
(batch = 8), uto noaTtsep:xkaaeT, uto INT8 BbIrOAEH B BbIMMCANTENBHO HACILLEHHbIX
CLLeHapuAX, HO He ANA OAMHOYHbIX KAPTUHOK.

Taknm obpa3om, NOCTTPEHUPOBOYHAA KBaHTU3aumMa PTQ oKasanacb NpocTbim
n 6e3onacHbIM MEeToAO0M YMEHbLIEHUA mogenn 6e3 noTepm TOYHOCTU, OCOBEHHO
KOrga BaXKHA 3KOHOMMA namATU. OQHaKo ecanM npuoputeT — MMHUMANbHAA
3a4epKka npu obpaboTke oaHOro M306parKeHua, NpemmyLLecTBa KBaHTM3aLUM
orpaHu4yeHbl. Kpome TOro, HeobxoaMmo yuuTbiBaTb OCOOEHHOCTM KOHKPETHOrO
npoueccopa, Tak Kak Ha apyrnx CPU pe3ynbTaTbl MOTyT OTIMYATLCA.

3AKNHOYEHUE

Mbl noKasanu, 4to nNpu ucnonb3oBaHun mogeneit Vision Transformer
B MEAULMHCKUX NPUIOKEHUAX Ha 06bluHbix CPU KBaHTM3auus He Bceraa Aaet
yCKopeHue. [Ons ycnewHoro pasBepTbiBaHMA TaKUX MOZENel BaXKHO Y4UTbIBATb
He TO/IbKO MeToAbl CXaTus, HO W OCOBEHHOCTU WHPEepeHca Ha KOHKPETHOM
npoueccope. Hawwu pesynbTaTbl NOAYEPKMBAIOT, YTO NOAXOAbI, KOTOPbIE YMEHbLUAOT
pasMep MOAENM, He BCeraa aBTOMaTMUYECKM COKpaLLLaoT 3afeprKKy npu obpaboTke
OTAE/bHbIX M306paXKeHUN.

B Oyaywem nepcnekTMBHbIMW MNPeacTaBAAOTCS MeToAbl, HaueNeHHble
MMEHHO Ha CHWMKEHME 3aZepXKWU, TaKMe KaK CTPYKTypHaa obpeska oTae/bHbIX
6/10KOB MOAENMU, CXeMbl KBaHTM3aLMW, yYUTbiBatoWwMe 0COBEeHHOCTU annapaTtypbl,
BbIOOPOYHAA KBAHTU3ALMA AN CHUNKEHUA HAKNaAHbIX PACXOA0B, a TaKKe U3ydYeHune
BAUAHUA CKATUA Ha TOYHOCTb Ka/JIMOPOBKU M HeonpeneneHHOCTb NpeacKasaHUi.
Bce 3TO MOMOMET MOBbICUTb HAAEKHOCTb U AO0BEPUE K MEAULMUHCKMM CUCTEMAM

Ha OCHOBE UCKYCCTBEHHOIO UHTENNEKTA.
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Abstract

Using Vision Transformer (ViT) models in real medical practice — for example,
in hospitals or diagnostic centers — is often difficult because doctors' work computers
usually do not have powerful graphics processors (GPUs), and computing resources
are limited. This work investigates a complete practical pipeline for model inference,
aimed at reducing computational costs without significant loss of predictive
performance.
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The proposed approach combines several optimization techniques. First,
knowledge distillation (KD) is used, where a compact student model learns to mimic
the behavior of a larger, more accurate teacher model. Second, Exponential Moving
Average (EMA) of the model weights is applied to stabilize training and improve
generalization. Third, post-training INT8 quantization (PTQ) is explored to reduce
model size and accelerate inference. Additionally, a simplified quantization-aware
training variant (QAT-lite) is considered, where the effects of quantization are
partially incorporated during fine-tuning.

Experiments are conducted on the ISIC dataset, which contains dermoscopic
images of skin lesions. Model performance is evaluated using standard classification
metrics, including accuracy, macro-averaged F1 score, and area under the ROC curve
(ROC-AUC). CPU performance is also analyzed, including inference latency,
throughput, memory consumption, and the final model size.

The results show that post-training INT8 quantization preserves performance
close to the FP32 baseline while substantially reducing memory and computational
requirements. In contrast, QAT-lite does not consistently provide reproducible
improvements over PTQ.

Keywords: Vision Transformer, knowledge distillation, EMA, post-training
quantization, quantization-aware training.
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CBEAEHUA Ob ABTOPAX

HUTMATYJIJ/IMH Amup Pamucoeuy — CcTygeHT 4 Kypca
YHusepcuteta WMHHOMOAMC nNO HanpasneHWo «MCKYCCTBEHHDIN
WMHTENNEKT», CMNeunanusmpyetca Ha  ONTMMM3AUMM  Moaenen
TpaHcdopmepoB. HayyHble WHTepecbl BKAOYAOT 3PPEKTUBHbIE
apxXuTeKkTypbl  rybokoro oby4yeHua, KOMMbIOTEPHOE  3peHue,
06bAcHUMBbIN NN 1 obyyeHnMe c nogKpenneHuem. BbinyckHana
KBanMdUKaLUMOHHAsA paboTa NoceBAlleHa aHaAu3y M TEeCTUPOBAHMUIO

MEeTO40B ONTUMM3AUUM TPaHCHOPMEpPOB C LENbIO MOBbILWEHUA
3G EKTUBHOCTM U CHUMKEHMUA BbIYUCAUTENbHbIX 3aTpaT. MNobeantenb
XaKaTOHa NO reHepauun MHTepbepoB KomMaHuu Leroy Merlin ¢
npoeKkTom B ob6nactn MU gns gusaiiHa n BU3yannsaumm NPoCTPaHCTB.
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TAXA Axmad — acnupaHT M HaydHblh coTpygHuK LleHTpa
WUCKYCCTBEHHOrO  MHTennekta B  YHuBepcuteTe  MIHHOnoAnwuc.
Cneumanusunpyetca Ha meguumHckom UMW, camoobyyeHum (SSL) u
KOMMNbIOTEPHOM 3peHuU. Ero HayyHble MHTEepecbl TaKXKe BK/H4YatoT
06paboTky ectectBeHHOro asblika (NLP) u TpaHchopmepsbl. ABnaetcs
npenogasatenem Ha ¢pakynotete NN.
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