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AHHOTauuA

0O606uieH paHee pa3paboTaHHbIM KOHBeWep oboralleHnMa HOBOCTHbIX CTaTel
CTPYKTYPUPOBAHHbIMU MeTaZaHHbIMU U NpeacTaBAeHa ero 06HOBAeHHasA KoHduUrypa-
uma, B Kotopoit GPT-3 (Generative Pre-trained Transformer 3) — a3bikoBaa moaens OT
KomnaHum OpenAl —3ameHeH Ha oTKpbITyo mogenb Qwen-Coder. HoBas Bepcusa, Kak
N paHee, ucnonb3yet Habop 13 400 cTpaHuu, oTobpaHHbIX Yepe3 Google News, n
ocTaeTtca coBmectumon ¢ Google Rich Results Test. IkcnepnmeHTbl NOKa3anwu, YTo Ka-
yecTBO, conoctasumoe ¢ GPT-3, AOCTUKMMO MPU IOKAJIbBHOM 3anyCcKe Ha TUMOBOM
oduncHom HacTtonbHOM KomnbtoTepe (CPU, 6e3 GPU). YcTaHOBAEHO, YTO 3aMeHa, YKa-
3aHHaA Bblle, CHUXKAET 3aBUCUMMOCTb OT MJIaTHbIX 06/1a4HbIX cepBMcoB 1 obecneyn-
BaeT 60/iee BbICOKYI MPOM3BOANTENBHOCTb NO CpaBHeHUto ¢ GPT-Bepcueit; aaHa
OLLeHKa cx0ACcTBa pe3ynbTaToB oboraweHuna ans Qwen-Coder oTHocuTebHO 6a30B0M
peanusaumnm Ha GPT-3. lNpeanorkeHHble NHCTPYMEHTbI CHUXKAKOT NOpPOr BHeApPeHuA
CEMaHTUYECKOM Pa3MeTKU U pacLUMPAIOT ee NPaKTUYEeCcKoe NpUMeHeHNe, B TOM Yncne

B LMPOBON XKYPHANUCTUKE.

Knrueevie cnoea: cemaHmu4eckaa naymuHa, maliHuHe wabsoHos, Qwen-
Coder, HogocmHble 8eb-cmpaHuybl, YyumabesbHOCMb, CMPYKMYpPUPOBAHHbIE OGH-
Hble.

BBEAEHUE

CemaHTMyecKasn Pa3MeTKa Be6-CT[I)aHl/ILII no3BoaAeT NpeacTtaBaATb UX Co4eprKa-
HNne n MmetagaHHble B MmallMHOYHNTaeMoM BUAeE, 6narop,apﬂ yemy nporpammHsbie CU-

CTEMbl MOTYT KOPPEKTHEE UHTEPNpPeTUpoBaTb MaTepuanbl U GOPMMPOBaATL PacLLm-

© X. Canem, A. C. Towwes, 2026.
[aHHan cTaTbs pacnpocTpaHAeTCs Ha YC/I0BMAX MexkayHapoaHoi nnueHsunm Creative Commons License Attribution 4.0
International (CC BY 4.0).



Russian Digital Libraries Journal. 2026. V. 29. No. 1

pPeHHble 31eMeHTbI MONUCKOBOWM Bblgaun [1-2]. B HOBOCTHOM CermeHTe TakMe mexa-
HM3Mbl OCOBEHHO BaXKHbl: arperaTopbl M MOMCKOBblE cepBUCbl (BKAtoYaa Google
News) MCNoNb3YIOT CTPYKTYPMPOBaHHbIe MeTagaHHble B dopmaTe JSON-LD ana noHu-
MaHMA TMNa maTepuana, gatbl Nyb6AMKaUMK, aBTOPCTBA U APYTUX XapPaKTEPUCTUK [3—
4]. OgHaKo 3HauYMTeNbHAA YacCTb M3gaTesien NPoAo/KaAeT Nyb6/IMKOBATb CTPaHULbI B
Buae «uyncroro» HTML 6e3 cTpyKTypMpPOBaAHHOM Pa3MeTKM, YTO OrPaHNYMBAET NOTEH-
LMan NONCKOBOM BUAMMOCTM U CHUXKAET KaueCTBO NpeAcTaB/eHMA MaTepmasioB B Bbl-
hade.

PaHee B paboTe [5] 6611 NpeanoXKeH NATUITANHbIMA KOHBeMep oboraleHma Ho-
BOCTHbIX CTPaHWULL: OH COBMpaET CTaTbU, U3BNIEKAET U OUYMLLLAET OCHOBHOM TEKCT U pop-
MUpPYeT KoppeKTHble 06beKTbl JSON-LD, onucbiBatowme metagaHHble cTpaHuubl. B
NCXOAHOW peanms3aunm KaoueBaa onepaunsa OYnMCTKM M HOPMaaU3aLuMKn TEKCTA Bbl-
nonHAnacb ¢ ucnonbzoBaHmem GPT-3 (Generative Pre-trained Transformer 3) — Kpyn-
HOM A3bIKOBOW MOAenun TpeTbero nokoneHna cemencrtsa GPT oT komnaHum OpenAl
[6].

B HacToAwwen cTaTbe paccmoTpeHa 06HOBNAEHHAsA KOHPUIYypaLMA 3TOro KOHBEN-
epa, B Kotopon Bmecto GPT-3 npumeHeHa Qwen-Coder — OTKpbITaa A3bIKOBasA MO-
Aenb cemenctBa Qwen, OpMEHTUPOBAHHAA Ha 3a4a4Yu NPOrpaMmmMmnpoBaHuA 1 obpa-
6OTKM CTPYKTYPMPOBaHHbIX GOPMATOB (B TOM YMCNe Pa3MEeTKM U cepuanmnsaumnii AaH-
HbIX) [7]. Takas 3ameHa genaeT pelweHne meHee 3aBUCUMMbIM OT 061a4HbIX NAATHbIX
NHTEPdENCOB, YMEHbLLAET PUCKM, CBA3AHHbIE C BHELUHMMW OTPAHUYEHUAMMN U HECTa-
H6MNbHbIMK 3a4€epPKKaMM, U MO3BONAET MCNO/b30BATb JIOKA/IbHbIM 3aMyCK B TUMOBOM
KOpPNopaTUBHOM MHPPACTPYKType. DTO BaXKHO ANA OpraHM3auMin C OrPaHUYEHHbIMM
pecypcamu 1 Ans8 KOMaHZ4, KOTopbiM TpebyeTcAa macwTabHo $opmmnpoBaTb CTPYKTY-
PUPOBaHHbIE METagaHHbIe MPU OTCYTCTBMM CNELMANN3NPOBAHHOM SKCNEPTM3bl B Ma-
LWMHHOM 0by4yeHumn [8-9]. loNONHMUTENBbHO Nepexoa Ha OTKPbITYIO MOAeNb Nnoanep-
KMBAET KypPC OTPACAM MHPOPMALMNOHHDBIX TEXHONOMMIN Ha pacliMpeHme A0CTYNHOCTH
A3bIKOBbIX MOAENEN BHE NOAMNMUCHbIX cepBmcos [7].

B ctaTbe npeactaBneHbl 0630p AMTEpPaTypbl, ONUCAHNE METOAUKU U pPe3y/ib-
TaTbl CPaBHEHMA NONYYEHHbIX pe3yabTaToB ¢ GPT-Bepcreln No noKasaTenam KayecTsa
n npounssogutenbHocTu. OTAeNbHO PacCMOTPEHbI BONPOCHI 3KCN/yaTauum n macliTa-

6UpOBaHMA pPeLLEHNA B YCNOBUAX SKCNAyaTaLUN.

288



SnekmpoHHble 6ubauomeku. 2026. T. 29. Ne 1

OB30P JIUTEPATYPbI

Kak n3BecTHO, ceMaHTUYeCKMn Beb6 — 3TO NoaxoA, Npu KOTOPOM CBeAEeHUSA Ha
Beb-cTpaHMUAX ONUCbIBAKOT TaK, YTOObI MX MOFIM OAHO3HAYHO UHTEPNPETUPOBATb HE
TONIbKO NII0AN, HO U NpOorpammbl. a5 3TOro NnpMMeHaAT popmanbHble Moaenn npes-
CTaB/IEHUA 3HAHWUM U CTaHAAPTHblie GOPMaTbl ONMUCAHMA CYLLHOCTEN M UX CBA3EN [3, 8,
10]. B aton obnactu wmpoKko mncnonbsytotrca RDF (moaenb npeacraBneHna ¢aktos
B BUAE «CYOBEKT — cBA3b — 06bEKT») U OWL (A3bIK AN ONMCaHMA OHTONOIMI, TO eCTb
Habopa NoHATUI NpeameTHOM 061acTU U OTHOWEHUN mexKay Humu) [3, 10]. B npu-
KNnagHbIX 3aga4ax Be6-nyb6mkauum vaue npumeHsaoT JSON-LD (popmat gobasneHus
«CBA3aHHbIX AaHHbIX» B BUAe JSON), a TakKe anbTepHaTUBHYO pa3meTky RDFa B co-
ctaBe HTML [4, 11-12].

N7 HOBOCTHbIX CAlTOB CTPYKTYPUPOBAHHbIE METaAaHHbIE€ Ba*KHbl TEM, YTO MO-
NCKOBbIE CUCTEMbI MOTYT MCNONb30BaTb UX ANA BOlee TOYHOro NOHUMAHUA MaTepu-
ana (tun nybaunkauum, aBTop, AaTa, pybpuka, usobpakeHme n . n.) ¥ opMmmnpoBaHus
paclWMpPEHHbIX 31eMeHTOB Bblaauu [4, 11, 12—13]. OtaenbHble paboTbl MOKa3anu, 4To
KOppPEeKTHasA nomckosas ontummsaums (SEO — Habop npMemos, NOBbILWAOLINX BUAM-
MOCTb CTPaHWL, B MOUCKE) BAMAET Ha Pe3y/1IbTaTUBHOCTb MPOABUMKEHUA N MOXKET ObITb
cBA3aHa ¢ busHec-nokasatenamu [9, 14-16]. MNpu aTom noBeaeHME NONb30BATENEN B
nouckosou Bbiaaye (SERP — cTpaHuUa pe3ynbTaToB NOMCKA) M3yYaeTcsa Kak CamMoCTo-
ATe/NIbHAA Tema; Takne UccneaoBaHMA NOKA3bIBAKOT, KaKMe 3/1IeMeHTbI Bblgauu Npu-
B/IEKAOT BHUMAHME N KaK N3MEHAIOTCA CueHapum npocmoTpa [17].

MpaKkTnyeckaa npobiema 3aKkAO4YaeTcs B TOM, YTO MHOTME CalTbl OCTalOTCA
«CNaboCTPYKTYPUPOBAHHBIMU»: OHU NYOAMKYIOT KoppeKTHbIM HTML, Ho He gobas-
naT Gopmann3oBaHHbie METaZaHHbIE AN AeNaloT 3TO HenocaepoBaTenbHo. Oco-
6eHHO 3aMeTHO 3TO Yy arperatopax HOBOCTEeW, rae maTepuanbl nNoctynatot ns 6onb-
LIOrO Yncna AOMEHOB C Pa3MYHbIMK WabaoHamu cTpaHul; Ha npumepe Google
News B [18] nogpobHO npoaHannsmposaHbl 3GPeKTbl HOPpMaAU3aLUMN U Pa3NUYUiN
MeXAY UCTOYHMKaMU. [103TOMY B peasnibHbIX CUCTEMAX YAaCTO MCMOAb3YIOT KOMOUHU-
POBaHHbIM NOAXOA: YaCTb MeTadaHHbIX M3BNEKAOT MO CTPYKTYPE CTPaHULbI, @ YacCTb —
Mo TEKCTOBOMY COAEPKAHMIO.
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OTaenbHoe HanpasieHMe PaboT NOCBALLEHO U3BEYEHMIO OCHOBHOIO coaep-
MMOTO C CTpaHuL, (3aronoBKa u «tena» HoBoctn) ns HTML-goKymeHToB. Takue me-
ToAabl ucnonbaytoT DOM (Document Object Model — agpeBoBuaHoe npeacTaBneHune
anemeHToB HTML-cTpaHULbl), BU3yasibHble NPU3HAKU U YCTOMYMBbBIE WAbBNOHbI pac-
Nono*eHna 610KoB, YTOObI OTAENATb OCHOBHOM TEKCT OT MEHIO, PEKNAMbI U CNy»Keb-
HbIX 31eMeHTOB [19-24]. 3Tn nccneaoBaHMA BaXKHbl ANA HalLEN 3a4a4M, MOCKONbKY
KaueCTBO CTPYKTYPMPOBAHHbIX MeTaZaHHbIX HANPAMYIO 3aBUCUT OT KayecTBa Bblaene-
HMA OCHOBHOIO KOHTEHTA.

Kpome Toro, B paae pabot ocobo nog4epKHYTO, YTO aBTOMATUYECKaA pa3meTKa
TpebyeT perynsspHoOro CONpOBOXKAEHMS 3HAaHUW NpeaMeTHOM 0b6acTu: canoBapewn,
npaBua, KNAccoB CYLLHOCTEN U nx aTpmbyToB. be3 Takol nogaepKu cuctema nocre-
NeHHO TEPAET KaYecTBO U3-3a U3IMEHEHUIN B AOMEHAX, WabnoHax cTpaHuL u Tpebosa-
HUAX NonckoBbIx Naatdopm [10]. B npuKknagHbIX cueHapuax 3To 03Ha4YaeT Heobxoam-
MOCTb KOHTPO/I1 KauecTBa M NEPUOAMYECKOM aKTyam3aumm npasua ¢popmMmUpoBaHmA
MeTafaHHbIX, 2 TaKXe NPOBEPKU pe3y/bTaTa BHEWHUMMWU cpeacTBamn Bannaaumm,
Hanpumep Google Rich Results Test [13].

METOA0N0IuA

Mbl ucnonb3yem ncxogHbin kopnyc n3 1100 ctaTelt Ha aHIMMCKOM M apabcKkom
A3blKaXx, BbIOpaHHbIX U3 18 nctouHnKos yepes Google News — HOBOCTHOrO arperaTopa,
KOTOpbIt 06begmHAET maTepuanbl PasanYHbIX n3gaHuin [18]. O6HOBAEHHbIN KOH-
Belep, Kak U paHee, BbINOJIHAET CAeAyHOLLY0 nocnenoBaTeNlbHOCTb wWaros: (1) 3a-
rpy3Ky Beb-cTpaHul; (2) yaaneHne umetowenca pasmetkun JSON-LD; (3) nssneveHune
npusHakos 13 DOM; (4) dopmmnpoBaHMe CTPYKTYPUPOBAHHbIX METaAaHHbIX C UCMOJb-
30BaHMEM A3blIKOBOW Mmoaenun 1 (5) npoBepKy pesynbTtaTta. B HoBoM Bepcum aTan reHe-
pauumn BbinoAHAeTcA mogenbio Qwen-Coder [7].

Ona reHepaumMmn meTagaHHbIX MCNOJIb30BaHbI K/t0YeBble NOAA CTPAHMULbI: 3aro-
NNOBOK, OCHOBHOW TEKCT, OCHOBHOE M306parkeHne un agpec ctpaHumupl (URL). 3Tn nona
GOPMUPYIOT TEKCTOBLIN 3aNpPOC K A3bIKOBOWM MOAE/NN, KOTOPbIA nepenaeTcs B J0-
KanbHO 3anyuweHHoe npunoxeHune. Ha Bbixoae popmupyetca 610k JSON-LD, coBme-
CTUMbIM C 06LWENPUHATLIMU CXEMaMM ONUCAHUA KOHTeHTa (schema.org). Monyyen-

Hble pe3ynbTaTbl COXPAHATCA B K3LW U NPOXOAAT NPOBEPKY ¢ nomolubto Google Rich
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Results Test [13]. lonoAHUTENBHO NPOBOAUTCA KONMYECTBEHHAA NPOBEPKA COXPaHe-
HMA CMbICNA: BblUMCAAETCA pacxorkaeHune [xeHceHa—LLleHHOHa [25—-28] mexay uc-
XOAHbIM 1 BOCCTAHOBNIEHHbIM NPEACTAaBAEHUAMM COAEPHKMMOTO, YTO NO3BOJIAET KOH-
TPO/IMPOBATb CEMAHTUYECKYHO 3KBUBANIEHTHOCTb.

MNepexog Ha Qwen-Coder notpeboBan agantaunm pasBepTbiBaHUA Nog Npo-
LeccopHbiit pexkum (CPU, 6e3 ncnonb3oBaHus rpadumyeckoro yckopurtensa). na satoro
Mmozenb 6bis1a ynakoBaHa B 061er4eHHyto cpeay BbiNOJIHEHMA U UCMOAb30Bana KBaH-
TOBaHHble Beca (KOMNaKTHOe NnpeacTaBAeHMe NapamMeTpPoB MOLENU A5 SKOHOMUM
NamATK), a TaKKe NakeTHy 06paboTKy 3anNpPOCOB C Y4ETOM OrpaHUYEHUIA ONepaTmB-
HOM NamATU. Mbl COXPaHWUAM Te Ke WabNoHbl 3aNPOCOoB, YTO NPUMEHANNCDL B KOHPU-
rypaumm c GPT-3, yTobbl OCTaNIbHblE KOMNOHEHTbLI KOHBEepa (MpPoBepKa, XPaHEHUE K
0bpaboTka pe3ynbTaToB) paboTtanu 6e3 nsmeHeHUn. Tako NOAXOA YMEHbLLUWA PUCK
ownbok npu nepexoge Ha Qwen-Coder 1 N03BOAMA U3MEPUTb BKAAL, MMEHHO 3a-
MEHbl MOAENMN.

[na conpoBoXaeHua npouecca b6oian gobaBneHbl NOKasaTe/IM KOHTPOAA pa-
60Tbl NpUNOXKeHUA: Bpema 06paboTKM 3anpocoB, AonA obpalleHni, 0b6CnyKeHHbIX
M3 Kawa (nokasbiBaeT 3G PeKTUBHOCTb NOBTOPHOrO MCMO/Ib30BAHUA Pe3ynbTaTos),
a TaK)Ke 3HayeHue pacxoxaeHua [dxeHceHa—LLleHHOHa. 3TM nokasaTenun 6biAn mc-
No/b30BaHbl 417 ONEPATUBHOIO BbiABAEHUA NPOobaeM, CBA3AHHbIX C BXOAHbIMMW AaH-
HbIMM UM OTPAHUYEHNAMM annapaTHOM NaaTGopMbl.

Harpy3souyHoe TecTMpoBaHue (NpoBepKa NoBeAeHUss CUCTEMbI NPU pocTe 06b-
ema 06paboTKK) BbIMOAHANOCH B BUAE NMOBTOPAKOLLMXCA MNAKETHbIX 3aNyCKOB B Teye-
HMe O4HOro AHA C NOCTENEHHbIM YBEIMYEHNEM MacliTaba: exxeaHeBHble cepun no 20
CTpaHUL, exxeHeaenbHble 06HoBAeHMA No 200 cTpaHUL, U apXUBHble Aorpy3Ku no 400
CTpaHuL,. Kaxkabl 3anyck CONpoBOXAaNncA OAMHAKOBbIMWU NpOoLeaypPaMn NPOBEPKHK
pe3ynbTaTa, YTO MNO3BOJM/JIO OLEHUTb YCTOMYMBOCTb PaboTbl NpU ANUTENbHOM
Harpy3sKe 1 Npu pasHbIX CLEHAPUAX NOCTYN/IEHUA AaHHbIX. B pe3ynbTraTe sKCNepumeH-
TOB OblNM NONYyYEHBbI NOKa3aTeIn NPOU3BOANTENIBHOCTU U BAPMATUBHOCTM BPEMEHM

O6pa6OTKM, KOTOpble Aanee Ncnosb3oBa/iMCb B CPAaBHUTE/IbHOM aHa/1In3e.
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BO3MOXHOCTU QWEN3-CODER MO CPABHEHUIO C GPT-3

Qwen3-Coder Henb3A paccMmaTpMBaTb Kak MPOCTYHO 3aMeHY KOAMH K O4HOMY»
no oTHolweHwUto K GPT-3. Bo-nepBbix, 3Ta Moaenb noaaepHKMBaeT PacluMpPeHHbIN KOH-
TEKCT, TO eCTb MOXKeT 06pabaTtbiBaTh 3HaUMTENIbHO 60/1bWIMKN 06bEM BXOAHOIO TEKCTA
B 04HOM 3anpoce (g0 256 Tbic. TOKeHOB) [7]. Bo-BTOpbIX, MO 3aABAeHUIO pa3paboTum-
KOB, OHa OPMEHTUPOBAHA Ha LUNPOKUIN HAbOP A3bIKOB NPOrPamMmMMPOBaHMA U dopMa-
TOB Pa3MeTKM, a TaKXKe NoAAEPHKMNBAET PeXXMm paboTbl C BHELUHUMM UHCTPYMEHTAMMU:
MOJE/NIb MOXET He TO/IbKO FreHepMpPoBaTb TEKCT, HO M BbINOJIHATL NOC/NEeA0BaTENb-
HOCTb AENCTBMI, Bbi3bliBas NOAKAOUYEHHbIE GYHKUMM MO Mepe HeobxoammocTun [29].

3TV BO3MOXKHOCTU BaXKHbl /151 HalLero KOHBeMepa: OHW NO3BOIAKOT 06pabaThbl-
BaTb 60nee KpynHble NakeTbl cTaTel 6e3 KeCcTKoro ynpoLweHns BXo4HOro 3anpoca u
COXPaHATb KOPPEKTHYI pPaboTy CO CTPYKTYPUPOBaHHbIMM dOpmMaTamMu, BKIHOYAS
JSON LD. Ona Bepcuun Ha GPT-3 TpeboBanocb COKpawaTh BXOAHbIE AaHHble, YTOObI
YNOXUTbCA B OrpaHUYeHNe Ha ANINHY 3anpoca (nopaaka 4—8 TbiC. TOKeHOB). B pe3yb-
TaTe COYETaHME NIOKA/IbHOTO Pa3BepPTbIBAHMA, PACLUMPEHHOIO KOHTEKCTA U OpUEHTa-
LMW HA CTPYKTYpMPOBaHHble GOPMaTbl CTaN0 KAKYEBON MOTUBAUMEN MUTPALMKN Ha
Qwen-Coder [7].

PE3Y/IbTATDI

Ha nogmHoxectse n3 400 ctpaHuu npumeHeHne Qwen-Coder obecneunno B
cpegHem 93% cxoactBa mexay OOHOBAEHHbIM M UCXOAHBIM TEKCTaMM CTaTbu. MNpu
3TOM UTOrOBble CTPAHWULLbI COXPAHANM KOPPEKTHOE OoTObpaXKeHMe maTepurana, BKAO-
4yaA BCTPOEHHble n3obpaxkeHns u rpadpuyeckne snemeHTbl. JIOKanbHbIN 3anycK yBe-
nnunn cpegHee Bpema 06paboTkmM NnpMmepHOo Ha 1.5 ¢ No cpaBHEHUIO C BapMaHTamMm,
OCHOBaHHbIMKM Ha GPT-3, og4HaKO TaKOW CKOPOCTM OKa3an0Cb AOCTAaTOMHO A/ BbINO-
HEeHMA HOYHbIX NAKeTHbIX 06paboToK.

OTKa3 OT MCNONAb30BaHUA NATHbIX 061aYHbIX CEPBUCOB MO3BONAMA CHU3UTb
NPOrHo3npyemble exxemecAaYHble pacxogbl Ha 68% c yyeTom 3aTpaT Ha obopyaoBa-
HUe, NMUEH3npoBaHUe N noaaepKy [8]. Kpome Toro, BbinoSIHEHWE BCEX 3TanoB 0b6-
paboTKN BHYTPM NOKaNbHOM MHPPACTPYKTYPbI YNPOCTUIO CObNtoaeHME BHYTPEHHUX

TpeboBaHMI OpraHM3aLUMii K 3alUMUTE U KOHTPO/IO AaHHbIX.
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MommMmo ycpegHeHHbIX NoKasatenen bblan paccMOTpPEHbl pe3ynbTaTbl B pas-
pese UCTOYHMKA NybanKauum, A3blka U OAMHbI CTaTbU. BO BCcex cermeHTax coxpaHsa-
JINCb BbICOKUE 3HAYeHMA cXx0aCcTBa. bonee 3ameTHas BapMaTUBHOCTb Habatoganace y
ANVHHbIX MaTepranos ¢ 60NbLLNM YNCNOM BCTPOEHHbIX MeAMa-3/1IEMEHTOB U CCbINOK.
Py4yHas npoBepKa NOKas3asna, YTo OTKAOHEHUA Yalle CBA3AHbl C HEOAHOPOAHOW CTPYK-
Typoit HTML-cTpaHuy, pa3HbIX CAlNTOB, @ HE C OWMOKaMM MOAENU; 3TO YKa3blBaeT Ha
noTeHUMan AaibHENLIErO YAydLWeHNA NPaBMA U3B/IEYEHMA OCHOBHOIO COAepKaHus.

Mo pe3ynbTatam npumMmeHeHunsa noaxoaa bbl0 OTMEYEHO YCKOpeHWe anarHo-
CTUKM M YCTPaHEeHUA oWwMBOK BainaaLumnm, NOCKONbKY XKYPHaabl COBbITUIN N MpoMeEXKY-
TOYHble Ppannbl POPMUPYIOTCA U COXPAHAKTCA BHYTPU NOKANbHON MHPPACTPYKTYpPbI.
310 caenano paboTy KoHBeMepa 60see NPO3payHON M CHU3UNO NOTPEBHOCTb BO
BHELWHEeN NnoaaepKKe, YTO NOBbICK/I0 0O NI SKOHOMUYECKNIM 3PDEKT.

B tabn. 1 npeacrtaBneHbl KONMYECTBEHHbIE MOKa3aTenn cpaBHeHusa GPT-3
n Qwen-Coder gna Tpex pasmepoB NakeToB. [NA KarKAoro cueHapua NpuMBeaeHbl
cpefHee Bpemsa BbINOJHEHMUS U CTaHOAAPTHOE OTK/IOHEHMEe MO NATU MOBTOPEHMUAM.
XoTA cpefHee BpemMa oNA HaMMeHbLIero naketa conoctasnumo, Qwen-Coder gemoH-
CTPUPYET 3HAUYUTENbHO MEHbLLYIO ANCNEPCUIO, YTO AENaeT HOYHble onepaummn bonee
npeackasyembiMmu. Ha puc. 1 HarnsagHo BUAHA pa3HULA BpeMeHU 06paboTKu mexay
GPT-3 n Qwen-Coder. Ha puc. 2 nokasaHo cpaBHeHWe gucnepcuu, rae bonee cra-
6MnbHOE Bpems BbINOJIHEHMA NOKa3biBaeT Qwen-Coder.

Tabn. 1. CpaBHeHUe BpemeHn 0bpaboTku ana GPT-3 n Qwen-Coder npu pasnmyHbIX
pa3mepax nakeTos. MeHbLUMe 3HaYeHMA 03HA4atloT bonee HbicTpble nan 6onee

cTabunbHble MPOroHbI.

Pasmep naketa|CpeaHee Bpemsa, CpeaHee Bpemsa,CTaHaapTHoe oT-{CTaHgapTHOe OT-
(cTpaHuu) MuH (GPT-3) MUH (Qwen- | KNOHEHME, MUH | KTOHEHUE, MUH
Coder) (GPT-3) (Qwen-Coder)
20 18.4 17.9 4.2 1.6
200 162.7 149.3 21.5 6.8
400 339.5 301.8 48.2 11.4
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Puc. 1. CpegHee Bpema o6paboTkun ana GPT-3 n Qwen-Coder npu pa3nnyHbIx
pa3mepax NaKkeTos.
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Puc. 2. CpaBHeHuMe gucnepcumn: bonee ctabnnbHoe Bpems BbiNoAHEHUA y Qwen-
Coder.

Bonee noapobHbIN aHanM3 AaHHbIX MOHUTOPMHIA NOKasana, YTo NPU N0Ka/b-
Hom 3anycke Qwen-Coder pexke BO3HMKAIOT 3a[€PKKU, XapaKTepHble AN1A ceTeBblX
obpalleHniA: NOBTOPHbIE NOMbITKM COEAUHEHUS U OTPAHUYEHUA CKOPOCTU CO CTOPOHbI
YOANEeHHOro cepBuca, C KOTOPbIMU Mbl CTaZKMBaNAUCb B KoHdurypaumm Ha GPT-3.
[axe npn conocTaBMMOM cpeHEN CKOPOCTU 06paboTKN ncYe3HOBEHME PeaKUX, HO
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ANUTENbHbIX 3a4epXKeK AeNaeT BPeMS BbINONHEeHMA 6osiee cTabuIbHbIM M ynpoLuaeT
NJIaHUPOBAHME HOYHbIX N eXeHeae bHbIX NaKeTHbIX 3anyckoB. Takaa CTabMIbHOCTb
0COOEHHO BaXKHa A1 OpraHn3auuii, KOTOPbIM HYXKHO OOHOBAATL CTPYKTYPUPOBAH-
Hble NoAbOOpPKM MaTepuanoB [0 Hayasla YTPEHHEro PerMoHasbHOro HOBOCTHOrO
UMKAna.

OrPAHUYMEHUA U NNIAHUPYEMAA PABOTA

Hamu 6bin ncnonb3oBaH Kopnyc 13 400 cTpaHuu, oTobpaHHbIX Yepe3 Google
News, KOoTOpbI cobupaeT nybankaunm pasnmuHbix CMWU 1 npepoctaBnaet eanHbIN
AOCTYyN K HUM. [MOCKONbKY BbIODOPKA OrpaHMYeHa maTepuanamu, NoNaswWMMKN B 3TOT
arperaTop, pe3ynbTaTbl MOrYyT He MOJNHOCTbIO NEePEeHOCUTLCA Ha Apyrve AOMEHbl U
TUNbI caliToB (Hanpumep, KOpNopaTUBHbIE NOPTabl, 610N AN cneunann3npPoBaH-
Hble NAOWAaAKM) C UHOM CTPYKTYPOW CTPaHUL, U NpaBuaamm pa3ameTKn. Mbl cocpeao-
TOYMAUCH HA 3aMeHe MOoZeNIn N CPaBHEHUN NPOU3BOANTENBHOCTU, OCTAaBUB U3Mepe-
HMe gonrocpoyHbix SEO-3dppeKToB, a TaKKe aHanM3 notTpebneHna CUCTeEMON MOLLHO-
CTM Ana 6yaywmx nccneoBaHuUm.

B ganbHenwem nnaHMpyeTca paclwmpuTtb Habop AaHHbIX U UCCNeaoBaTb My lb-
TUA3bIYHbIE NPOMNTbl. Mbl TaK}Ke HamepeHbl 3KcrnepnumeHTnposaTb ¢ GPU-ycKope-
HMem n namepAatb SEO-apdekT 3a AAnTeNbHOe BPeMA MCNONAb30BaHWUA. [JOMNOAHMU-
Te/NIbHO BK/IIOYEHME NOKa3aTesien sHepronoTpebaeHma n 4OCTYNHOCTU B CUCTEMY MO-

HUTOPMHIa NO3BOANT Boslee NONHO ONMCATb SKCMyaTaLNMOHHbIE KOMIPOMMUCCHI.
IKCNNYATALUNOHHDbIE ACNEKTbI

Mcnonb3oBaHMe NOKaNbHO Pa3BEPHYTOM A3bIKOBOW Modenn npeabABaaeT no-
BblLLEHHble TpeboBaHMA K 3KCcNIyaTauMm 1M npegnonaraet 3apaHee ¢opmann3oBaH-
Hble NpoLeaypbl CONPOBOXAEHMA. [1na obecneyeHns yCTOMYMBOCTU NPU AUTENBHOM
paboTe KOHBeWepa OpraHN30BaH perynspHbIA KOHTPOJIb TeEMMNepPaTypbl NpoLLeccopa,
3arpy3kun onepaTMBHOM NAaMATM U COCTOAHWUA AUCKOBOM noacuctemsl. MNpu npnbau-
YKEHWM MOoKasaTenen K yCTaHOBNEHHbIM MOpPOraM cuctema aBToMaTU4Yecku Gbopmu-
pyeT yBe4OM/IEHUS, YTO MNO3BOIAET BbINONHATL NPOPUNAKTUYECKME AEMNCTBMA 40 BO3-

HUKHOBEHWNA OTKA30B.
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C yy4eToM BO3MOKHOIO POCTa BbIYUCAUTENBHOM Harpy3ku paspaboTtaH nnaH
obecneyeHuns BbIYUCINTENBbHBIMM pecypcamn. OH npeaycmaTpuBaeT maclTabmposa-
HMe 3a cyeT fob6aBNEeHUA BbIYMCANTENBHDIX Y3/10B, @ TAKXKE NPUMEHEHME YCKOPEHMUA
Ha rpadmyecKkmx npoueccopax B Nepmoabl MMKOBOro cnpoca (Hanpumep, BO Bpemsa
BbIOOPOB UM KPYMHbIX CNOPTUBHbIX CObbITUI). COOTBETCTBYIOLWME CLEHAPUN Npea-
BapuTEeNbHO OTPabaTbiBAOTCA B KOHTPOAMPYEMOM Ccpeae 4O NepeBoda B NPOMbILL-
JIEHHYO 3KCNyaTaumio AnA NOATBEPKAEHNA NPON3BOANTENIBHOCTM M OLLEHKM 3aTpaT.

OtaenbHoe BHMMaHMe 6blN0 yaeneHo ynpaBaeHMIo NPOrPaMMHbIMM 3aBUCK-
MOCTSIMU U BOCCTAHOBNEHMIO. ApTedaKTbl MOAENN U KOHPUTYPALMOHHbIE Ppanabl Npo-
AybnanpoBaHbl BO BHYTPEHHEM XpaHUAMLLE, YTO obecneynBaeT HbICTPOE BOCCTAHOB-
NIEHWE NPU OTKa3e N0KANbHOro gMcka. MNpoueaypbl pes3epBrMpoBaHnA 4ONONHUTENIbHO
TECTUPOBANINUCH B Y4EDOHbIX UCMbITAHUAX C UMUTaLMEN cOboeB NHPPACTPYKTYpbI.

3AKTIOMEHMUE

3ameHa GPT-3 Ha Qwen-Coder no3BoaM/Ia COXPaHUTb TOYHOCTb AaITOPUTMA A0-
6aBneHna SEO-meTagaHHbIX U NOBbLICUTb €0 NPOU3BOAUTENILHOCTL NpK paboTe Ha
MeHee MoLlHOM obopyaoBaHMK. Takaa 3ameHa obecnevymnna CyLLEeCTBEHHYHO SKOHO-
MU0, YIPOCTMNA pa3BepPTbiBAHME U COXPaHWIA COBMECTUMOCTb C a/IF0OPUTMOM, pabo-
Tatowmm ¢ GPT-3. B ganbHenwem naaHUpyeTca nccnefoBaTb MHOroA3blYHbIE LWAb-
JIOHbI 3aNPOCOB U a4aNTUBHbIE MEXAaHU3Mbl K3LLMPOBAHMA C COXPaHEHUEM NOoax0Aaa
JIOKA/IbHOrO 3anycKa, KOTOPbIA AeNlaeT peleHne npmBaeKaTeNbHbIM ANA OpraHu3a-
LM C OrpaHUYEHHbIM BIoaXKEeTOM.

B 6onee WIMPOKOM KOHTEKCTe pe3ynbTaTbl paboTbl NOKa3anm, YTO OTKPbITbIE
A3bIKOBblE MOAE/IN MOTYT MPUMEHATLCA B CLLEHAPMAX NPOMbILLAEHHOM 3KCN/lyaTauum,
KOTOpble paHee onMpanuncb Ha 3akpbiTble 061a4Hble cepBuUchI. MpeacTaBasaa NPaKTU-
YECKUM ONbIT BHEAPEHMA N pPe3ynbTaTbl OLEHKWU, Mbl PacCYUTbiBaEM MNoAAepaTb
AAanbHeNLWne nccnenoBaHua n pa3paboTKkn AOCTYNHbIX UHCTPYMEHTOB, YNPOLLLAOLWMX
NPMMEHEHME NMPAKTUK CEMAHTUYECKOM Pa3METKU B XKYPHAIUCTUKE.

B panbHenwem nnaHMpyeTcA peasn3oBaTb MNOYaBTOMATUYECKYHO HACTPOMKY
3anpoCcoB K MOAENMU, PACLUMPUTDL A3bIKOBOE MOKPbLITUE 33 Npeaenbl aHITMNCKOro 1
apabCcKoro A3bIKOB, a TaKXe YyrNybuTb MHTErpauuto ¢ KopnopaTUBHbIMK CUCTEMAMM

ynpasi1eHNA KOHTEHTOM. Karkgoe nsmeHeHumne 6y,u,eT oueHnBaTbCA C UCMOJIb30BaHNEM

296



SnekmpoHHble 6ubauomeku. 2026. T. 29. Ne 1

TEéX XKe METPUK, YTO N B HaCTOﬂLLI,el;i CTaTbe, 4yTObObI NOBbILLEHWNE (IJYHKLI,MOHaﬂbHOCTM
Heé CHMXXa/10 HageXHOCTb U NPO3Pa4YHOCTb pPe3y/1ibTaTOB.
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Abstract

A previously developed pipeline for enriching news articles with structured data
is summarized, and an updated configuration is presented in which GPT-3—OpenAl’s
third-generation natural language processing model — is replaced with Qwen-Coder.
As before, the updated enrichment pipeline uses a dataset of 400 pages selected from
Google News, a free news aggregator by Google, remains compatible with the Google
Rich Results Test (Google’s tool for validating eligible structured results), and demon-
strates that GPT-3-comparable output quality can be achieved on a low-power desk-
top PC. We describe how this substitution reduces dependence on paid GPT services
and report an evaluation comparing the similarity of outputs produced by Qwen-
Coder against the GPT-based baseline. The results also show higher performance of
the new algorithm compared with the GPT version. The proposed tools lower the bar-
rier to adopting semantic markup practices and thereby broaden their application in
digital journalism. Overall, the findings support Qwen-Coder as a cost-effective alter-
native to large proprietary models for metadata enrichment tasks.

Keywords: semantic web, pattern mining, Qwen-Coder, news web pages, read-
ability, structured data.
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